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## Preface

This monograph represents what I believe to be a new approach to the philosofy of mathematics. Most of the literature in the philosophy of matherratics, takes the following three questions as cencrai:
(a) How much of standard mathematics is true: For example, are conclusions arrived an using impredicative set theory true?
(b) What entities do we have to postulate to account for the eruth of (this part of) mathematics?
(c) What sort of account can we give of our knowledge of these truths?
A fourth question is also sometimes discussed, though usually quite cursorily:
(d) What sort of account is possible of how mathematics is applied to the physical world?
Now, my view is that question (d) is the really fundamental onc. And by focussing on the question of application, I was led to a surprising result: that to explain even very complex applications of mathematics to the physical world (for instance, the use of differential equations in the axiomatization of physics) it is not necessary to assume that the mathemarics that is applied is rrue, it is necessary to assume litele more than that mathematics is consistent. This conclusion is nor based on any general instrumentalist stratagem: rather, it is based on a very special feature of mathematics that other disciplines do not share.
The fact that the application of mathematics doesn't require that the mathematics that is applied be true has important implications for the philosophy of mathematics. For what good argument is there for regarding standard mathematics as a body of truths? The fact that
standard mathematics is logically derived from an apparently consistent body of axioms isn't enough; the question is, why regard the axioms as truths, rather than as fictions that for a variety of reasons mathematicians have become interested in? The only non-questionbegging arguments I have ever heard for the view that mathematics is a body of truths all rest ultimately on the applicability of mathematics to the physical world; so if applicability to the physical world isn't a good argument either, then there is no reason to tegard any part of mathematics as true. This is not of course to say that fere is something wrong with mathematics; it's simply to say that mathematics isn't the sort of thing that can be appropriately evaluated in terms of truth and falsehood. Questions (a)-(c) are thus trivially answered: no part of mathematics is true (but you can use impredicative reasoning and other controversial reasoning all you like in mathematics as long as you're pretty sure it's consistent); consequently no entities have to be postulated to account for mathematical truch, and the problem of accounting for the knowledge of mathematical truths vanishes. (Of course, the problem of accounting for our knowledge of what mathematical conclusions follow from what mathematical premises still remains. But that is logical knowledge, not mathematical knowledge: it isn't knowledge of any special realm of mathematical entities.)*

The hardest part of showing that the application of mathematics doesn't require that the mathematics that is applied be true is to show that mathematical entities are theoretically dispensable in a way that theoretical entities in science are not: that is, that one can always reaxiomatize scientific theories so that there is no reference to or quanfication over mathematical entities in the reaxiomatization (and one can do this in such a way that the resulting axiomatization is fairly simple and attractive). To show convincingly that such nominalistic reaxiomatizations of serious physical theories are possible requires a

- In these first two paragraphs I have used the term 'machematics' a bit more narrowly than in the-text: in chese paragraphs, only sentences containing terms referring to mathematical entities or variables ranging over mathematical enticies count 25 part of mathematics. (Compare note I of the text.)
$\qquad$
$\qquad$
rather detailed technical argument. In this monograph I have in fact given such an argument (in the case of one physical theory I judge to be fairly typical). But I have tried to make the main ideas of my approach accessible to those without the background or the patience to follow ail of the technical details.

The motivation for this project did not come solely from considerations about the philosophy of mathematics or'about ontology: certain ideas in the philosophy of science (such as the desizability of what I call 'intrinsic explanations' and the desirability of eliminating certain sors of 'arbitrariness' or 'conventional choice' from our tiln ate formulation of theories) also played a key role. These ideas from the philosophy of science are touched on in Chapter s; they yield support, independent of ontological considerations, for the account of the application of mathematics being suggested here. I also discuss (mostly in Chapter 9 but to some extent also in Chapter 4) some issues about logic and about ontological commitment: in particular, the relativity of ontological commitment to the underlying logic. i.e. the fact that one can often reduce one's ontological commitments by expanding one's logic. This is a fact about ontological commitment that has not been sufficiently discussed by philosophers writing on ontological questions, and one of the issues I address myself to in the tinal chapter is under what circumstances if any it is reasonable to expand one's logic in order to reduce one's ontology.
I would like to thank the University of Southern California, the National Science Foundation and the Guggenheim Foundation for their generous support that provided me with the time needed for research and writing of this project. At a less material level, I would like to thank John Burgess and especially Scott Weinstein for helping me to get straight the relation between the consistency of mathematics and its conservativeness (cf. the Appendix to Chapter r); and to Burgess, Tony Martin, and Yiannis Moschovakis for helpfully answering various questions that arose when I attempted to prove a Ealse claim abour the system $\mathrm{N}_{0}$ that is discussed in Chapter 9. Several readers of an earlier draft made helpful comments that enabled me to
clarify and improve my arguement: among them I would like especially to mention Solomon Feferman, Michacl Friedman, David Hills, Janet Levin, Colin McGinn, and Charles Parsons. Finally, I would like to express a general indebtedness to Hilary Putnam: in philosophy of mathematics as in much else, his work has deeply influenced the way I think about things, even where (as here) the conclusions we have reached are very different.
Here is a chapter-by-chapter description of what follows:
Prelimiziary Remarks. (a) States the doctrine to be advocated (and to be called "nominalism'), namely the vipw that there are no mathematical entities; (b) skerches the most serious objection that has been made to this doctrine: roughly, that mathematical entities are indispensable to practical affairs and to science; (c) describes the strategy most nominalists have adopted for trying to ger around this objection; and (d) describes an altermative strategy for overcoming the objection, which is the strategy to be employed in this book.

1 Why the Uility of Mathematical Entities is Unilike the Utility of Theoretical Entities. In this chapter I argue that it is legitimate to use mathematics to draw nominalistic conclusions (i.e. conclusions statable without reference to mathemarical entities) trom nominalistic premises, without assuming that the mathematics used in this way is true. but assuming little more than that it is consistent. More precisely, what one assumes about mathematics (and che relationship of this assumption to the assumption that mathematics is consistent is discussed in the Appendix to the chapter) is that mathematics is conservative: any inference from nominalistic premises to a nominalistic conclusion that can be made with the help of mathematics could be made (usually more long-windedly) without it. This is a fundamental difference between the use of mathematical entities and the use of the cheorerical entities of science: no such conservativeness property holds for the latter. The utility of theoretical entities in science is due solely to their theoretical indispensability: without theoretical entities, no (sufficiently attractive) theory is possible. At first blush, it appears that mathematical
entities are theorerically indispensable too, for they seem to be needed in axiomatizing science; it appears, then, that the conservativeness of mathematics accounts for only part of its uxility. In later chapters however I argue that mathematical entities are not theoretically indispensable, and that the entire utility of mathematics can be accounted for by its conservativeness, without assuming its truth.
2. First Illustration of Why Mathematical Entities are Cseful: Arithmetic This chapter and the next provide elementary illustrations of the kind of application of mathematics that can be accounted for by the conservativencss of mathematics alone, withour invoking the assumption sthat the mathenatics being applied is true. This chapter concerns the application of the arithmetic of natural numbers.

3 Second Illustration of Why Mathematical Entities are Useful: Geometry and Distance. Here I show that the use of real numbers in geometry can be accounted for by the conservativeness of mathematics, without assuming the truth of the theory of real numbers. This illustration of the ideas of Chapter I will play a major role in ensuing chapters. To give a bit more detail: I discuss Hilbert's axiomatization of Euclidean geometry, which, since it doesn't involve real numbers, shows that real numbers are theoretically dispensable in geometry; than I discuss two theorems that Hilbert proved about his axiomatization of geomerry, namely his representation and uniqueness theorems, and show how the representation theorem explains the utility of real numbers in geomerric reasoning (without requiring that the cheory of real numbers be truc) while the uniqueness theorem cstablishes that the axiomatization without numbers has certain quite desirable properties.
4 Nominalism and the Structure of Physical Space. Here it is argued that the Hilbert theory of the previous chapter nor only dispenses with real numbers, but is (or can be made with a litele rewriting) a genuinely nominalistic theory of the structure of physical space. Arguing this involves a brief discussion of some questions in the philosophy of space and time, and an issue in the philosophy of logic that arises again in Chapter 9.

5 My Strategy for Nominalizing Physics, and its Advantages. Herc I suggest that the Hilbert theory of geomerry, and its representation and uniqueness theorems, provide a general model of how physical theories are to be nominalized. Several features of Hilbert's version of geomerry are cited; it is argued that these features are highly advantageous ones, and a decision is made to require of an adequate nominalization of physics that it have analoæous advantages. It is also pointed our that the orher nominalistic approacies which were contrasted to my approach in the Preliminary Remark: do not lead to physical theories with these advantageous features.
6 A Nominalistic Treatment of Newtonitan Space-time. This chapter extends the Hilbert treatment of space to space-time, emphasizing the advantages of the resulting theory over more usual approaches to space-time. (The key advantages of my approach, aside from its being nominalistic, are that it is more thoroughly 'inerinsic' and (closely related) that it avoids use of a certain kind of 'arbitrary choice' of scale, rest frame, coordinate system. etc.) This is the first of the chapters that have a fairly technical subject matter, but it is written in an informal enough way so that most readers should be able to get the main idea of the approach I an following and its advantages.
; A Nominalistic Treatment of Quantities, and a Previetw of a Nominalistic Treatment of the Laws involving them. Here I discuss very briefly how quantities like temperature are to be dealt with nominalistically. I also outline the strategy that is to be used in the next chapter for dealing nominalistically with laws involving these quantities, such as differential equarions. This chapter, like the last, deals with technical material. but is informal enough so that most readers should get the gencral idea.
8 Nevtonian Gravitational Theory Nominalized. This chapter is quite technical: it is a detailed sketch of how one particular theory is to be formulated nominalistically, and how the adequacy of this formulation is to be proved. I suspect that many readers will not be interested in going through all the details, but I recommend that they read at least Section A: This gives a relatively simple illustration of the same
strategy of nominalization that is used in more complicared contexts later on in the chapter.
9 Logic and Ontology. There are two respeces in which the teeatment of physics in the foregoing chapters goes beyond first-order logic. and this final chapter discusses whar morals are to be drawn trom this. It is argued first that this extra logic does not violate nominalism; second, that use of this extra logic is preferable to use of set theoretic surrogates for the logic (which would violate nominalism); chird, that use of this extra logic is probably dispensable anyway. The first two of these points involve issues about ontological commiment that are of interest independently of the theory being presented in this monograph.

## Preliminary Remarks

Nominalism is the docrine that there are no abscract entities.' The term 'abstract entiry' may not be entirely clear. but one thing thac loes seem ckear is that such alleged entities as numbers, functions, and sers are abstract-ithat is, they would be abserace if they existed. In defending nominalism therefore I an denying that numbers, tunctions, sers, or any similar entities exist.
Since I deny that numbers, functions, sets, etc. exist. I deny that it is legitimate ro use rerms that purport to refer to such entities. or variables that purport to range over such entities, in our ultimate account of what the world is really like.

This appears to aise a problem: : or our ultrmate account of what the world is really like masc surely include a physical theory; and in developeng physical theories one neecis to use mathematics: and mathematics is full of such references to and quantifications over numbers, tunctions, sers. and the like. It would appear then that nominalism is nor a position that can reasonably be maintained.
There are a number of prima jucie possible ways to try to resolve chis problem. The sway that has proved most popular among nominalistically inclined philosophers is to try to reinterpret mathematicsreinterpret it so that its terms and quantifiers don't make reference to abstract entitics (numbers, functions, etc.) but only to entities of orher sorts, say physical objcers, or linguistic expressions, or mental constructions.

My approach is different: I do not propose to reinterpret any part of classical mathematics; instead, I propose to show that the mathematics needed for application to the physical world does not include
anything which even prima facie contains references to (or quantifications over) abstract entities like numbers, functions, or sets. Towards that part of mathematics which does contain references to (or quantifications over) abstract entities-and this includes virtually all of conventional mathematics-I adopt a fictionalist attitude: that is, I see no reason to regard this part of mathematics as true. ${ }^{1}$

Most recent philosophers have been hostile to fictionalist interpretations of mathematics, and for good reason. If one just advocates fictionalism about a portion of mathematics, without showing how that part of thathematics is dispensable in applications, then one is engaging in intellectual doublethink: one is merely taking back in one's philosophical moments what one asserts in doing science, without proposing an alternative formulation of science that accords with one's philosophy. This (Quinean) objection to fictionalism about mathematics can only be undercut by showing that there is an alternative formulation of science that does not sequire the use of any part of mathematics that refers to or quantifics over abstract entitics. I believe that such a formulation is possible; consequently, without intellectual doublethink, I can deny that there are abstract entities.

The task of showing that one can reformulate all of science so that it does not refer to or quantify over abstract entities is obviously a very large one; my aim in this monograph is only to illustrate what I believe to be a new strategy toward realizing chis goal, and to make both the goal and the strategy look attractive and promising. My attempt to make the strategy look promising ultimately takes the following form: I show, in Chapter 8, how in the context of certain physical theories (field theories in flat space-time ${ }^{2}$ ) one can develop an analogue of the calculus of several real variables that does not quantify over real numbers or functions or any such thing. Although I do not develop this analogue of calculus completely (e.g. I do not discuss integration), I do sketch enough of it to show how a nominalistic version of the Newtonian theory of gravitation could be given. This nominalistic version of gravitational theory has all the nominalistically-statable consequences of the usual platonistic (i.e. non-nominalistical) versions
of the theory. Moreover, I believe that the nominalistic reformulation is mathematically attractive, and that there are considerations other than ontological ones that tavour it over the usual platonistic formulations.

I must admit that the formulation of gravitational theory which I arrive at will not satisfy every nominalist: I use several devices which some nominalists would question. In particular, nominalists with any finitist or operationalist tendencies will nor like the way I formulate physical theories, for my formulations will be no more finitist or operationalist than the usuat platonistic formulations of these theories are. To illustrate the distinction I have in mind between nominalist concerns on the one hand and tinitist or operationalist concerns on the other, consider an example. Someone might object to asserting that between any two points of a light rav (or an electron, if electrons have non-zero diameter) there is a third point. on the ground that this commits one to infinitely many points on the light ray (or the electron) or on the ground that it is not in any very direct sense checkable. But these grounds for objecting to the assertion are not nominalistic grounds as I am using the term 'nominalist', for they arise not from the nature of the postulated encities (viz, the parts of the light ray or of the electron) but from the structural assumptions involving them (viz. that there are infinitely many of them in a finite stretch). I am not very impressed with finitist or operationalist worries, and consequently I make no ppologies for making some fairly strong structural assumptions about the basic entities of gravitational physics in what follows. It is not that have no sympathy whatever for the program of reducing the strucqural assumptions made about the entities postulated in physical theories-if this can be done, it is interesting. But as far as I aware, it has not been successfully done even in platonistic formulations of physics: that is, no platonistic physics is available which uses a mathematical system less rich than the real numbers to represent the positions of the parts of a light ray or of an electron. Consequently, although. I will make it a point not to make any structural assumptions about entities beyond the structural assumptions made in the usual platonistic
theories about these entities, I will also feel no compulsion to reduce my structural assumptions below the platonistic level. ${ }^{3}$ The reduction of structural assumptions is simply not my concern.
Although I feel no apologies are in order for my use of structural assumptions that would offend the finitist or operationalist, there is another device I have used which I do feel slightly apologetic abour. But I try to argue in the final chapter that it is less objectionable than it might at first seem, and that it is probably eliminable anyway.

I would like to make clear at the outset that nothing in this monograph purports to be a positive argument fó nominalism: My goal rather is to try to counter the most compelling raguments that have been offered against the nominalist position. It seems to me that the only non-question-begging arguments against the sort of nominalism sketched here (that is, the only non-question-begging arguments for the view that mathematics consists of truths) are all based on the applicability of mathematics to the physical world. Notice that I do not say that the only way to argue that a given mathematical axiom is true is on the basis of its application to the physical world: that would be incorrect. For instance, if one grants that the clementary axioms of set theory are true, one can with at least some plausibility argue for the truth of the axiom of inaccessible cardinals on the grounds that this axiom accords with the general conception of sets that underiies the more elementary axioms. More generally, if we assume that the concept of truth has non-trivial application in at least one part of pure mathemarics (or to be more precise, if we assume that there is at least one body of pure mathematical assertions that includes existential claims and that is true), then we are assuming that there are mathematical entities. From this we can conclude that there must be some body of facts about these enticies, and that not all facts about these entities are likely to be relevant to known applications to the physical world; it is then plausible to argue that considerations other than application to the physical world, for example, considerations of simplicity and coherence within mathematics, are grounds for accepting some proposed mathematical axioms as true and rejecting others as false. This is
all fine; but it is of relevance only after one grants the assumption that for some part of mathematics the concept of truth has non-trivial application, and this is an assumprion that the nominalist will not grant.

There can be no doubt that the axioms of, say, real numbers are importane, or that they are non-arbitrary; and an explanation of their nonarbitrariness, based on their applicability to the physical world but compacible with nominalism, will be given in Chaprers $1-3$. The present point is simply that from the importance and non-arbitrariness of these axioms, it doesn't obviously follow that these axioms are true, i.e. it doesn't obviously follow that there afe mathematical entities that these axioms correctly describe. The existence of such entities may in the end be a reasonable conclusion to draw from the importance and non-arbitrariness of the axioms, but this needs an argument. When the debate is pushed to this level, I believe it becomes clear that there is one and only one serious argument for the existence of mathematical entitics, and that is the Quinean argument that we need to postulate such entities in order to carry out ordinary inferences about the physical world and in order to do science. ${ }^{+}$Consequently it seems to me that if I can undercut this argument for the existence of mathematical entities, then the position that there are such entities will look like unjustifiable dogma.
The fact that what I am trying to do is not to provide a positive argument for nominalism but to undercut the only available argument for platonism must be borne in mind in considering an important methodological issue. Alchough in this monograph I will be espousing nominalism, I am going to be using platonistic merhods of argument: I will for inseance be proving plutonistically, not nominalistically, that a certain nominalistic theory of gravitation has all of the nominalisticallystatable consequences that the usual platonistic formulation of the Newtonian theory of gravitation has. It might be thought that there was something wrong about using platonistic methods of proof in an argument for nominalism. But there is really little difficulty here: if I am
successful in proving platonistically that abstract entities are not needed for ordinary inferences about the physical world or for science, then anyone who wants to argue for platonism will be unable to rely on the Quinean argument that the existence of abstract entities is an indispensable assumption. The monograph shows that any such argument would be inconsistent with the platonistic position that is being argued for. The would-be platonist, then, will be forced into cither accepting abstract objects without argument or else relying on other arguments for platonism, arguments which in my opinion are quite unpersuasive. The upshot then (if I am right in my negative appraisal of alternative arguments for platonism) is that platonism is left in an unstable position: it entails its own unjustifiability. ${ }^{5}$

It may be of course that my negative appraisal of alternative arguments for platonism is wrong. Interestingly enough, the platonist who bases his case for platonism on some such alternative argument may even find what I have to say welcome; for independently of nominalistic considerations, I believe that what I do here gives an attractive account of how mathematics is applied to the physical world. This is I think in sharp contrast to many other nominalistic doctrines, e.g. doctrines which reinterpret mathematical statements as statements about linguistic entities or about mental constructions. Such nominalistic doctrines do nothing toward illuminating the way in which mathematics is applied to the physical world. (I will return to this point in Chapter 5.)

> Why the Utility of Mathematical Entities is
> Unlike the Utility of Theoretical Entities

No one can sensibly den' that the invocation of mathematical entities in some contexts is usetul. The question arises as to whether the utility of mathematical existence-assertions gives us any grounds for believing that such existence-assertions are true. I chaim that in answering this question one has to distinguish two different ways in which mathematical existence-assertions might be useful; I grant that if such assertions are useful in a certain respect, then that would indeed be evidence that they are true; but the most obvious respect in which mathematical existence assertions are usetul is, I claim, quite a different one, and I will argue that the urility of such assertions in this respect gives no grounds whatever for believing the assertions to be true.
To be more explicit, I will argue that the urility of mathematical encities is structurally disanalogous to the utility of theorerical entities in physics. The urility of theorerical encicies lies in two facts:
(a) they play a role in powerful theories from which we can deduce a wide range of phenomena; and
(b) no alternative theories are known or seem at all likely which explain these phenomena without similar entities.
[The unsympatheric reader may dispure (b): if any body of sentences counts as a 'theory' and any deduction from such a 'theory' counts as an explanation, then there clearly are alternatives to the usual theories of subatomic particles: e.g., take as your 'theory' the set $\mathrm{T}^{*}$ all of the consequences of $T$ that don't contain reference to subatomic particles (where T is one of the usual theorics that does contain reference to subatomic particles); or if you wantia recursively axiomatized 'theory', let $T^{* *}$ be the Craigian reaxiomatization of the theory $T^{*}$ just described. Since I don't know any formal conditions to impose which would rule out such bizarre trickery, let me simply say that by 'theory' I mean reasonably attractive theory; 'theories' like $\mathrm{T}^{*}$ and $\mathrm{T}^{* *}$ are obviously uninteresting, since they do nothing whatever toward explaining the phenomena in question in terms of a small number of basic principles.] The upshot of (a) and (b) is that subatomic particles are theoretically indispensable; and I believe that that is as good an argument for their existence as we need. Now, later on in the monograph I will argue that mathematical entities are not theorctically indispensable: although they do play a role in the powerful theories of modern physics, we can give atrractive reformulations of such theories in which mathematical entities play no role. If this is right, then we can safely adhere to a fictionalist view of mathematics, for adhering to such a view will not involve depriving ourselves of a theory that explains physical phenomena and which we can regard as literally true.

But the task of arguing for the theoretical dispensability of mathematical entities is a matter for later. What I want to do now is to give an account, consistent with the theoretical dispensability of mathematical entities, of why it is useful to make mathematical existence-assertions in certain contexts.

The explanation of why mathematical entities are useful involves a feature of mathematics that is not shared by physical theorics that
postulate unobservables. To put it a bit vaguely for the moment: if you take any body of nominalistically stated assertions $N$, and supplement it with a mathematical theory $S$, you don'r get any nominalistically-statable conclusions that you wouldn't get from N alonc. The analog for theories postulating subaromic particles is of course not true: if T is a theory that involves subatomic particles and is at all interesting, then there are going to be lots of cases of bodies P of wholly macroscopic assertions which in conjunction with T yield macroscopic conclusions that they don't yield in absence of $T$; if this were not so, theories about sujatomic particles could never be tested.

I'll state these claims more precisely in a moment, but first I should say that the claim about mathematics would be almost totally trivial if mathematics consisted only of theories like number theory or pure set theory, i.e. set theory in which no allowance is made for sets with members that are not themselves sets. But these theories are by themselves of no interest from the point of view of applied mathematics, for there is no way to apply them to the physical world. That is, there is no way in which they are even prima facie helpful in enabling us to deduce nominalistically-statable consequences from nominalisticallystatable premises. In order to be able to apply any postulated abstract entities to the physical world, we need impure abstract entities, e.g. functions that map physical objects into pure abstract entities. Such impure abstract entitics serve as a bridge between the pure abstrace entitics and the physical objects; without the bridge, the pure objects would be idle. Consequently, if we regard functions as sets of a certain sort, then the mathematical theories we should be considering must include at least a minimal amount of set theory with urelements (a urelement being a non-set which can be the member of sets). In fact, in order to be sufficiently powerful for most purposes, the mathematical theory must differ from pure set theory not only in allowing for the possibility of urelements, it must also allow for non-mathematical vocabulary to appear in the comprehension axioms (i.e. in the instances of the axiom schema of separation or of replacement). So the 'bridge laws' must
include laws that involve the mathematical vocabulary and the physical vocabulary together.
Someching rather analogous is true of the theory of subatomic particles. One can artificially formulate such a theory so that none of the non-logical ${ }^{6}$ vocabulary that is applied to observable physical objects is applied to the subatomic particles; in gencral it seems to me pointless to formulate physical theorics in this way, but to press the analogy with the mathematical case as far as it will go, let us suppos? it dene. If it is done, and if we suppose that T is a physical theory stated entrely in this vocabulary, then of course, it will be the case thai if we add $T$ to a bunch of macroscopic assertions $P$, we will be able to derive no results about observables that weren'r derivable already. But that is for a wholly uninteresting reason: it is because the theory T by itself is not even prima facie helpful in deducing claims about obscrvables from other claims about observables. In order to make it even prima facie helpful, we have to add 'bridge laws', laws which connect up the entities and/or the vocabulary of the (artificially formulated) physical theory with observables and the properties by which we describe them. So far, then, like the mathematical case. But there is a fiudamental difference between the two cases, and that difference lies in the nature of the bridge laws. In the case of subatomic particles, the theory T , intcrpreted now so as to include the bridge laws (and perhaps also some assumptions abour initial conditions), can be applied to bodics of premises abour observables in such a way as to yield genuinely new claims about observables, claims that would not be derivable without T. But in the mathematical case the situation is very different: here, if we take a mathematical theory that includes bridge laws (i.c. includes assertions of the existence of functions from physical objects into 'pure' abstract objects, including perhaps assertions obtained via a comprehension principle that uses mathematical and physical vocabulary in the same breath), then that mathematics is applicable to the world, i.e. it is useful in enabling us to draw nominalistically-statable conclusions from nominalistically-statable premises; but here, unlike in the case of physics, the conclusions we arrive at by these means are not genuinely
new, the $\gamma$ are already derivable in a more long-winded fashion from the premises, without recourse to the mathematical entities.

This claim, unlike the one I will make later abour the theoretical dispensability of mathematical entities, is pretty much of an incontrovertible fact, but one very much worth emphasizing. So first let me state the poine more precisely than I have done.
A first stab at putting the point precisely would be to say that for any mathematical theory $S$ and any body of nominalistic asscrions $\mathrm{N}, \mathrm{N}+\mathrm{S}$ is a conservative extension of N . However, this formulation isn't quite zight, and it is worth taking the trouble to put the point accurately. The problem with this formulation is that since N is a nominalistic theory, it may say things that rule out the existence of abstract entities, and so $\mathrm{N}+\mathrm{S}$ may well be inconsistent. But it is clear how to deal with this: first, introduce a I-place predicate ' $M(x)$ ', menning intuitively ' $x$ is a mathematical entity'; second, for any nominalistically-stated assertion A , let $\mathrm{A}^{*}$ be the assertion that results by restricting each quantifier of A with the formula 'not $\mathrm{M}\left(\mathrm{x}_{\mathrm{i}}\right)$ ' (for the appropriate variable ' $x_{\mathrm{i}}$ '); ${ }^{7}$ and third, for any nominalisticallystated body of assertions N , ler $\mathrm{N}^{*}$ consist of all assertions $\mathrm{A}^{*}$ for A in $N$. $N^{*}$ is then an 'agnostic' version of $N$ : for instance, if $N$ says that all objects obey Newton's laws, then $\mathrm{N}^{*}$ says that all nonmathematical objects obey Newton's laws, but it allows for the possibility that there are mathematical objects that don't. (Actually $\mathrm{N}^{*}$ is in one respect too agnostic: in ordinary logic we assume for convenience that chere is as least one thing in the universe, and in the context of a cheory like N this means that there is at least one non-mathematical thing. So it is really $N^{*}+$ ' $\exists \mathrm{x}-\mathrm{M}(\mathrm{x})^{\prime}$ that gives the agnostic content of N ). Whether a similar point needs to be made for our mathematical theory $S$ depends on what we take $S$ to be. If $S$ is simply set theory with urelements, no restriction on the variables is needed, since the theory already purports to be about non-sets as well as sets: we merely need to connect up the notion of set that occurs in it with our predicate ' $M$ ', by adding the axiom ' $\forall x(\operatorname{Ser}(x) \rightarrow M(x))$ '. If in addition the mathematical theory includes portions like number theory, considered as
independent disciplines unreduced to set theory, then we must restrict all variables in them by a new predicate 'Number', and add the axioms ' $\forall x$ (Number $(x) \rightarrow M(x)$ )' and ' $\exists x$ (Number ( x$)$ '. Presumably, however, everyone agrees that mathematical theories really ought to be written in this way (that is, presumably no one believes that all encities are mathematical), so I will not introduce a special notation for the modified version of $S$, I'll assume that $S$ is written in this form from the start. (The inalogous assumption for N would be inappropriate: the nominalist wants to assert not $\mathrm{N}^{*}$, but the stronger claim N .)

Having dealt with these tedious points, I can now state accurately the claim made at tine end of the next to last paragraph.

Principle C (for 'conservative'): Let A be any nominalistically statable ${ }^{3}$ assertion, and N any body of such assertions; and let S be any mathematical cheory. Then $\mathrm{A}^{*}$ isn't a consequence of $\mathrm{N}^{*}+S+$ ' $\exists x-M(x)$ ' unless $A$ is a consequence of $N$.

Why should we believe this principle? Well, it follows ${ }^{9}$ from a slightly stronger principle that is perhaps a bit more obvious:

Principle $C^{\prime}$ : Let A be any nominalistically-statable assection, and N any body of such assertions. Then $\mathrm{A}^{*}$ isn't a consequence of $\mathrm{N}^{*}+\mathrm{S}$ unless it is a consequence of $\mathrm{N}^{*}$ alone.
This in turn is equivalent (assuming the underiying logic to be compact) to somerhing still more obvious-sounding:

Principle C" Let A be any nominalistically-statable asscrtion. Then A* isn't a consequence of $S$ unless it is logically truc.

Now I take it to be perfectly obvious that our mathematical theories do satisfy Principle $\mathrm{C}^{\prime \prime}$. After all, these theories are commonly regarded as being 'true in all possible worlds' and as 'a priori true'; and chough these characterizations of mathematics may be contested. it is hard to see how any knowledgeable person could regard our mathematical theories in these ways if those theories implied results about concrete entities alone that were not logically true. The same argument can
be used to directly motivate Principle $\mathrm{C}^{\prime}$, thereby obviating the need of the compactness assumption: if mathematics together with a body $\mathrm{N}^{*}$ of nominalistic assertions implied an asscrtion $\mathrm{A}^{*}$ which wasn't a logical consequence of $\mathrm{N}^{*}$ alone, then the truth of the mathemarical theory would hinge on the logically consistent body of assertions $\mathrm{N}^{*}+-\mathrm{A}^{*}$ not being true. But it would seem that it must be possible, and/or not a priori false, that such a consistent body of assertions about concrete oljects alone is true; if so, then the failure of Principle C would show that mathematics couldn't be 'true in all possible worlds' and/or 'a priori true'. The fact that so many people think it does have these characteristics seems like some evidence that it does indeed satisfy Principle $\mathrm{C}^{\prime}$ and therefore Principle C .
This argument isn't conclusive: standard mathematics might turn out not to be conservative (i.e. not to satisfy. Principle C), for it might conceivably turn out to be inconsistent, and if it is inconsistent it certainly isn't conservative. We would however regard a proof chat standard mathematics was inconsistent as extremely surprising, and as showing that standard mathematics needed revision. Equally, it would be extremely surprising if it were to be discovered that standard mathematics implied that there are at least $10^{6}$ non-mathematical objects in the universe, or that the Paris Commune was defeated; and were such a discovery to be made, all but the most unregenerate rationalist would take this as showing that standard mathematics needed revision. Good mathematics is conservative; a discovery chat accepted mathematics isn't conservative would be a discovery that it isn't good.
Indeed, as some of the mathemarical arguments in the Appendix to this chapter show, the gap between the claim of consistency and the full chaim of conservativeness is, in the case of mathematics, a very tiny one. In fact, for pure set theory, or for set theory that allows for impure sets but doesn't allow empirical vocabulary to appear in the comprehension axioms, the conservativeness of the theory follows from irs consistency alone. For full set theory this is not quire true; but a large part of the content of the conservativeness chaim for full set theory (probably the only part of the content that is important in
application) follows from the consistency of set theory alone (and still more of the content follows from slighty stronger assumptions, like that full set theory is $\omega$-consistent). These claims are demonstrated in the Appendix to this chapter. In any case, I think that the two previous paragraphs show that the same sort of quasi-inductive grounds we have for belicving in the consistency of mathematics extend to its conservativeness as well. As we saw carlier, this means that there is a marked disanalogy between mathematical theorics and physical theories about unobscrvable entitics: physical theories about unobservables are certainly not conservative, they give rise to genuinely new conclusions about observables.

What the facts about mathematics I have been emphasizing here show is that even someone who doesn't believe in mathematical entities is free to use mathematical existence-assertions in a certain limited context: he can use them frecly in deducing nominalisticallystated consequences from nominalistically-stated premises. And he can do this not because he thinks those intervening premises are true, but because he knows that they preserve truth among nominalisticallystated clains. ${ }^{10}$
This point is not of course intended to license the use of mathematical existence assertions in axiom systems for the particular sciences: such a use of mathematics remains, for the nominalist, illegitimate. (Or more accurately, a nominalist should treat such a use of mathematics as a temporary expedient that we indulge in when we don't know how to axiomatize the science properly, and that we ought to try to climinate.) The point I am making, however, does have the consequence that once such a nominatistic axiom system is availaibic, tire nominalist is free to use any mathematics he likes for deducing consequences, as long as the mathematics he uses satisfies Principle C.
So if we ignore for the moment the role of mathematics in axiomatizing the sciences, then it looks as if the satisfaction of Principle C is the really essential property of mathematical theories. The fact that mathematical theories have this property is doubtless one motivation for the platonist's assertion that such theories are 'true in
all possible worlds'. It does not appear to me, however, that the satisfaction of Principle C provides reason for regarding a theory as true at all (even in the actual world). Certainly such speculations, rypical of extreme platonism, as to for instance whether the continuum hypothesis is 'really truc', seem to lose their point once one recognizes conservativeness as the essential requirement of mathematical theories: for the usual Gödel and Cohen relative consistency proofs about set theory plus the continuum hypothesis and set theory plus its denial are easily modified into relative conservativeness proofs. In other words, assuming that standard set theory satisfies Principle C , so does standard set theory plus the continuum hypothesis and standard set theory plus its denial; so it folluws that cither the sory coud be uecd withom harm in deducing consequences about concrete emtitics from nominalistic shecrics. The same point made about the continuum hypothesis bolds as well for less recherche mathematical assertions. Even standard axioms of number theory can be modified without endangering Principle C ; similarly for standard axioms of analysis. What makes the mathematical theories we accept better than these alternatives to them is not that they are true and the modifications not true, but rather that they are more useful: they are more of an aid to us in drawing consequences from those nominalistic theories that we are interested in. If the world were different, we would be interested in different nominalistic theorics. and in that case some of the alternatives to some of our favorite mathematical theories might be of more use than the theories we now accept. ${ }^{11}$ Thus mathematics is in a sense empirical, but only in the rather Piek wickian sense that is an cmpirical question as to which mathematical theony is useful. It is in an equaity Pick wickian semse, however, that mathematical axioms are a pricri: they are not a priori true, for they are not true at all.
The view put forward here has considerable resemblance to the logical positivist view of mathematics. One difference that is probably mostly verbal is that the positivists usually described pure mathematics as analyrically true, whereas 1 have described it as not true at all; this difference is probably mostly verbal, given their construal of 'analytic'
as 'lacking factual content'. A much more fundamental difference is that what worried the positivists about mathematics was not so much its postulation of entitics as its apparently non-cmpirical character, and this was a problem not only for mathematics, but for logic as well. Hence they regarded logic as analytic or contentless in the same sense that mathematics was. I believe that this prevented them from giving any clear explanation of what the 'contentlessness' of mathematics (or of that part of mathematics that quantifies over abstract entities) consists in. The idea of calling a logical or mathematical assertion 'contentless' was supposed to be that a conclusion arrived at by a logical or mathematical argument was in some sense 'implicitly contained in' the premises: in this way, the conclusion of such an argument was 'not genuinely new'. Unfortunately, no clear explanation of the idea that the conclusion was 'implicitly contained in' the premises was ever given, and I do not believe that any clear explanation is possible. What I have tried to do in this chapter is to show how by giving up (or saving for separate explication) the claim that logic (and that part of math that doessn't make reference to abstract entities) doesn't yield genuinely new conclusions, we can give a clear and precise sense to the idea that mathematics doesn't yield genuinely new conclusions: more precisely, we can show that the part of math that does make reference to mathematical entities can be applied without yielding any genuinely new conclusions about non-mathematical entities.

## Appendix: On Conservativeness

It may be illuminating to give two mathematical argumenes for the conservativeness of mathematics. The first argument proves, from a set-theoretic perspective (more specifically, from the perspective of ordinary set theory plus the axiom of inaccessible cardinals) that ordinary set theory (and hence standard mathematics, which is
reducible to ordinary set theory) is definitely conservative. The second argument is a purely proof-thcoretic onc: it establishes a slightly restricted form of the conservativeness claim on the basis merely of the assumption that standard set theory is consistent. This is illuminating in showing that the assumption of the conservativeness of set theory is much 'closer to' the assumption that set theory is consistent than to the assumption that it is true.
As a preliminary, let's introduce some notation. Let ZF be standard Zermelo-Fracnkel set theory (including the axiom of choice); let restricted ZFU be ZF modified to allow for the existence of urelements, but not allowing for any non-set-theoretic vocabulary to appear in the compreheasion asioms (for defmiteness, we may sripulate that it contains as an axiom that there is a set of all non-sers); and if V is a class of expressions, let $\mathrm{ZFU}_{\mathrm{V}}$ be restricted ZFU rogether with any instances of the comprehension schemas in which the vocabulary in V as well as the set-thcorctic vocabulary is allowed to appear. What I earlier called 'full set theory' isn't really a single theory: rather, to 'apply full set theory' in the context of a theory T is to apply $\mathrm{ZFU}_{\mathrm{vi}(7)}$, where $V(T)$ is the vocabulary of $T$. Consequently, what we want to prove is that for any theory $\mathrm{T}, \mathrm{ZFU}_{V(T)}$ applies conscrvatively to T . That is, we want to prove
$\left(\mathrm{C}_{0}\right)$ If T is any consistent body of assertions, then $\mathrm{ZFU}_{\mathrm{Y}(\mathrm{O})}+\mathrm{T}^{*}$ is also consistent.
(The T here is the $\mathrm{N}+-\mathrm{A}$ of Principle $\mathrm{C}^{\prime}$ ). This in fact will suffice for proving the conservativeness of $\mathrm{ZFU}_{\mathrm{V}(\mathrm{T})}+\mathrm{S}$, for any mathematical theory S : for standard mathematical theories are embeddable in ZF .
So much for preliminarics. How then do we prove that ( $\mathrm{C}_{0}$ ) holds? The obvious set-theoretic line of proof is this:

Suppose T is consistent; then it has a model M of accessible cardinality, say with domain D. Pick any entity c not in D . (e is to be thought of as the empry set.) Let $D_{0}$ be $D \cup\{c\} ;$ Let $D_{1}$ consist of all non-empty subsets of $D_{0}$; let $D_{2}$ consist of all non-cmpty subscts of $D_{0} \cup D_{1}$; and so on. Let $D_{\omega}$ be $D_{0} \cup D_{1} \cup D_{2} \cup \ldots$; let $D_{\omega+1}$ consist of all
non-empry subsets of $D_{\omega}$; and so on. Continuing in this way until you reach an inaccessible cardinal, you get-if certain initial precautions ${ }^{12}$ are taken on the choice of D and $\mathrm{e}-\mathrm{a}$ model of $\mathrm{ZFU}_{\mathrm{v}(\mathrm{T})}+\mathrm{T}^{*}$. (It is a model of $\mathrm{ZFU}_{\mathrm{VIT})}+\mathrm{T}^{*}$ rather than merely of $\mathrm{ZFU}+\mathrm{T}^{*}$ because at each stage you've added every set of things available at previous stages.) So $\mathrm{ZFU}_{\mathrm{v}(\mathrm{T})}+\mathrm{T}^{*}$ is consistent. Q.E.D.
Now let us tum to the proof-theoretic line of argument for conservativeness; the point of doing this is to make clear how narrow the gap between the consistency of mathematics and its conservativencss is.
Indeed, in the case of mathematical theories which don't allow for impure abstract entities (e.g. number theory by itself, or $\mathbf{Z F}$ ), consistency implics conscrvativeness: this is an obvious consequence of the Robinson joint consistency theorem. ${ }^{13}$ The same result holds also in the more interesting case of restricted ZFU: here one needs, in addition to the Robinson theorem, the well-known fact that if ZFU is consistent then one can't prove any result abour how many nonsets there are. ${ }^{14}$ But in the really interesting case of full ZFU, this whole line of argument via the joint consistency theorem is blocked by the fact that the empirical vocabulary that appears in the theory $T$ also appears in the set-theoretic axioms.
The simplest thing to do in this case is to mimic proof-theoretically the set-theoretic argument given two paragraphs back: doing so, it becomes an argument that under certain conditions $\mathrm{ZFU}_{\mathrm{v}(\mathrm{T})}+\mathrm{T}^{*}$ is interpretable within $\mathrm{ZFU}_{\mathrm{VIT}}$, and in fact within ZF . (We don't need the inaccessible cardinal assumption anymore.) If the 'certain conditions' were merely that $T$ is consistent, then we'd know that ( $C_{0}$ ) holds as long as ZF is consistent, and this is what we wanted. Unfortunately however we need the stronger assumption that $T$ is provably consistent within ZF ; that is, the best we can show is that if ZF is consistent, the following holds: ${ }^{15}$
( $\mathrm{C}_{1}$ ) If T is any body of assertions whose consistency is provable in $Z F$, then $\mathrm{ZFU}_{\mathrm{v}_{(\mathrm{T})}}+\mathrm{T}^{*}$ is consistent.
This is a restricted version of conservativeness: it says that full set
theory applies conservativcly to theories which are modellable in ZF. In actual applications chis is probably as much of the conservativeness claim as we ever need. For instance, later on in the book we will want to know that mathenatics applies conservatively to a nominalistic version of Newtonian gravitation theory, $\mathrm{N}_{\mathrm{o}}$. But it is completcly obvious that if $\mathrm{N}_{0}$ is consistent then it is modellable in ZF (and the same would presumably be true for vilher nominalized physical theories); so the conservativeness result we actually need follows mercly from the consistency of ZF.

Scott Weinstein (besides clearing up a number of confusions 1 had gotten into concerning the issues of the last paragraph) pointed out to me that if you strengthen the ennsisteney assumprion about ZF slightly, to $\omega$-consistency (or even something a bit weaker than that known as 1 -consistency), you can strengthen ( $C_{1}$ ) in an attractive way: you can then prove
$\left(\mathrm{C}_{2}\right)$ If T is any consistent and recursively enamerable body of assertions, then $\mathrm{ZFU}_{\mathrm{V(T)}}+\mathrm{T}^{*}$ is consistent. ${ }^{16}$
It is all the more obvious that this would be sufficient for practical applications.
Philosophers discussing set theory tend to discuss two of its properties: its consistency, and its (alleged) truth. The argument of this monograph is that the latter is compictely irrclevant, and that the former is perhaps a bit too weak-it is too weak unless one is satisfied with $\left(C_{1}\right)$ instead of the full $\left(C_{0}\right)$. $\mid$ Of course, for the kind of set theory philosophers tend to discuss-pure set theory, i.c. ZF-there is no difference at all between consisterry and conservativeness (or rather, though they differ conceptually, they are provably equivalent). But pure set theory isn't what is of interest, since as remarked before it can never be applied to the physical world, so this is not much of a justification for ignoring conservativeness.] But though we perhaps need to assume a bit more than consistency, we don't need to assume all that much more; and in any case it secms pretry obvious that the stronger property of conservativeness does in fact obtain.

## 2

## First Illustration of Why Mathematical Entities are Useful: Arithmetic

I have explained why it is legitimate for a nominalist to use mathematics in making inferences between nominalistically-stated sentences; but I haven't said anything about why or in what way it is usefill for him to do so. It is important to have a rather vivid understanding of the way that mathematics is useful in such contexts if one is to grasp my strategy for nominalizing physical theories, and so I will devote both this chapter and the next to the matter.

Suppose N is a body of nominalistically-stated premises; in the case that will be of primary interest, $N$ will consist of the axioms of a nominalistic formulation of some scientific theory. I think that the key to using a mathematical system $S$ as an aid to drawing conclusions from a nominalistic system $N$ lies in proving in $N^{*}+S$ the equivalence of a statement in $\mathrm{N}^{*}$ alone with some other statement (which I'll call an abstract counterpart of the statement in $\mathrm{N}^{*}$ ) which quantifies over abstract entities. Then if we want to determine the validity of an inference in $\mathbf{N}^{*}$ (or equivalently, of an inference in N ), it is unnccessary to proceed directly; instead we can if it is convenient 'ascend' from one
or more statements in $\mathrm{N}^{*}$ to abstract counterparts of them, then use $S$ to prove from these abstract counterparts an abstract counterpart of some other statement in $\mathrm{N}^{*}$, and 'descend' back to that statement in N*. I will illustrate how this procedure works in certain concrete cases; but again I must emphasize that the only thing required for the procedure to be legitimate is not that S be true but mercly that $\mathrm{N}^{*}+\mathrm{S}$ be a conservative extension of $\mathrm{N}^{*}$, a condition which will always be met if Principle $C$ of the previous chapter is satisfied.

My first illustration of this general procedure will be a very simple one: here, the mathematical theory $S$ to be applied is simply the arithmetic of natural numbers (or more precisely, arithmetic plus a small amount of set theory, since arithmetic without such things as functions from concrete entities to numbers can never be applied).
Let N be a theory that contains the identity symbol and the usual axioms of identity, but docs not contain any terms or quantifiers for abstract objects. In particular, N will not contain singulat terms like '87'. It will, however, be convenient to suppose that N contains, besides the usual quantifiers ' $\forall$ ' and ' $\exists$ ', also quantifiers like ' $\exists_{8}$ ' (meaning 'there are exactly 87 ') and ' $\exists_{287}$ ' (meaning 'there are at least $87^{\prime}$ ). The logic is still of course, recursively axiomatizable-c.g. we could merely add to standard logic the axioms

$$
\begin{aligned}
& \exists_{20} x A(x) \leftrightarrow \exists x A(x) \\
& \left.\exists_{2 k} x A(x) \leftrightarrow \exists x \mid A(x) \wedge \exists_{2 j} j(y \neq x \wedge A(j))\right],
\end{aligned}
$$

where $k$ is the decimal numeral that immediately succeeds j , and

$$
\exists_{j} \mathrm{xA}(\mathrm{x}) \leftrightarrow \exists_{\gg} \mathrm{xA}(\mathrm{x}) \wedge-\exists_{2 h} \mathrm{xA}(\mathrm{x}),
$$

where $k$ and $j$ are as above. In supposing that $N$ contains this extra structure, we are not enriching cither the expressive or the deductive power of $N$, we are merely ensuring that we can say simply what can be said only in a very roundabout way on the usual but artificial limitation to the two standard quantificrs plus identity. In paricular, I must cmphasize that by giving $N$ this extra structure, I am not giving it any arithmetic: it contains no singular terms or quantifiers
for numbers or any other abstract entitics: the numeral ' 87 ' occurs in it not as a name, but mercly as part of an operator symbol. Our goal is to show how inferences in N can be facilitated by introducing a system $S$ that does contain arithmetic.
To see this, consider the following argument in N :
1 there are exactly twenty-one aardvarks (i.e., $\exists_{21} \times \mathrm{A}(\mathrm{x})$ );
2 on each aardvark there are exactly three bugs;
3 each bug is on exactly one aardvark; so
4 there are exactly sixty-three bugs.
Is this valid? If one reasons in N , it will take a lot of work to find outthe inference needed for getting from the premises to the conclusion is long and tedious. (Though not nearly as bad as it would have been if we hadn't introduced the numerical quantificrs!) But if we have at our disposal a mathematical system $S$ that includes the arithmetic of the natural numbers plus some set theory, things are considerably simplificd. For then we can take, as an abstract counterpart of the first premise, the claim
$\mathbf{I}^{\prime}$ The cardinality of the set of aardvarks is 21 :
$1^{\prime}$ is an abstract counterpart of $I$ because the equivalence of $1^{\prime}$ and 1 is provable in $\mathrm{N}+\mathrm{S} .{ }^{17}$ Abstract counterparts of the other premises, and of the conclusion, are as foilows:
$2^{\prime}$ All sers in the range of the function whose domain is the set of aardvarks, and which assigns to each entity in its domain the set of bugs on that entity, have cardinality 3 .
$3^{\prime}$ The function mentioned in $z^{\prime}$ is $1-1$ and its tange forms a partition of the set of all bugs.
$4^{\prime}$ The cardinality of the set of all bugs is $6_{3}$.
But now in $S$ we can prove:
(a) If all members of a partition of a set X have cardinaliry $\alpha$, and the cardinality of the set of members of the partition is $\beta$, then the cardinality of X is $\alpha \cdot \beta$.
(b) The range and domain of a $1-1$ function have the same cardinality; and
(c) $3 \cdot 21=63$.

But $\mathrm{a}^{\prime}, 2^{\prime}$, and $3^{\prime}$, in conjunction with (a)-(c), entail $4^{\prime}$; and since $1^{\prime}-4^{\prime}$ arc abstract counterparts of $1-4$, i.e. their equivalence with $1-4$ is provable in $\mathrm{N}+\mathrm{S}_{\text {, }}{ }^{17}$ we have proved 4 from $\mathrm{I}-3$ in $\mathrm{N}+\mathrm{S}$. So, by Principle $\mathrm{C}, 4$ must follow from $\mathrm{I}-3$ in N alone. It is by some argument such as this that we know that 4 follows from I-3 in N; certainly it isn't on the basis of having gone through a derivation in N that we know this.

The above illustration ${ }^{18}$ of the application of mathematics is a very special one. Its special nature is illustrated by the fact that nothing was assumed about the theory N other than that it contained the logic of identity (supplemented with the numerical quantifiers; but these are in principle superfluous). This is not typical of the application of abstract entities in general, though it is typical of the application of the arithmetic of natural numbers. The fact that the natural numbers can find useful application outside the context of any powerful and specialized theories is what is behind the widely shared feeling that the arithmetic of natural numbers has a very special cpistemological place. (Cf. for instance Kronecker's remark 'God created the natural numbers, all the rest is the work of man.')
But the fact that the arithmetic of natural numbers has this special status is not sufficient grounds to grant that it is trut. For I have explained its special status instrumentally: its special status arises from its utility, and since we've shown that it is always in principle climinable (i.c. you don't get any resules with it that you couldn't get without it), its utility is no grounds for believing it true.

## 3

> Second Illustration of Why Mathematical Entities are Useful: Gcometry and Distance

Let us turn now to more complicated applications of abstract entities. Here, too, the situation fits the general description given in the second paragraph of Chapter 2: abstract entities are useful because we can use them to formulate abstract counterparts of concrete statements; then in proving a conclusion in $\mathrm{N}^{*}$ from premises in $\mathrm{N}^{*}$, we can at any convenient point 'ascend' from concrete statements to their abstract counterparts, proceed at the abstract level for a while, and then finally 'descend' back to the concrete.
In the cases of application of mathematics that I will now turn towhich are the cases most important for physical theory-the key to carrying out the general strategy of finding 'abstract counterparts' is proving a represemtation theorem. Suppose that using some mathematical theory S which satisfies Principle C of Chapter 1 , we can prove the existence of some mathematical structure $\mathscr{B}$ with certain specified properties. If we can then, using $\mathrm{N}^{*}+\mathrm{S}$, prove the existence of one or more homomorphisms (structure-preserving mappings) from concrete objects (or k -tuples of concrete objects) into that mathematical
structure $\mathscr{B}$, then such a homomorphism will serve as a 'bridge' by which we can find abstract counterparts of concrete statements. Consequently, premises about the concrete can be 'translated into' abstract counterparts; then, by reasoning within $S$, we can prove abstract counterparts of further concrete statements, and then use the homomorphism to descend to the concrete statements of which they are abstract counterparts. The concrete conclusions so reached would always be obtainable withour the ascent into the abstract (provided that the mathematical theory S satisfics Principle C ); but the ascent into the abstract is often a tremendous saving of time and effort.

Let me illustrate this with an example: Hilbert's axiomatization of Euclidean geometry. ${ }^{19}$ Any fully formulated phesical theoly will include a theory of physical space (or better, of spacc-time; but since our concern for the moment will be with Euclidean geomerry, let's just consider space). Euclidean geometry, considered as a theory of physical space (which is how Euclid originally conceived it) is actually false, but that docsn't matter for my purposes: a false theory is still a theory, and we can use such a theory to illustrate the applicability of mathematical systems like the system of real numbers. Hilbert's formulation of the Euclidean theory is of special interest here because (besides being rigorously axiomatized) it does nor employ the real numbers in the axioms; nevertheless, it explains why the system of real numbers can be usefully applied in geometric reasoning.

Without purporting to be very precise, we can say that Hilbert's theory is one in which the quantificrs range over regions of physical space, but do not range over numbers. The predicates of the theory indude scroral, such as 'is a priai, which need not concern us. In addition they include the following:
(a) a threc-place predicate betwecn, where ' $y$ is between $x$ and $z$ ' (symbolically, ' y Bet xz ') is understood intuitively to mean that $y$ is a point on the line-segment whose endpoints are $x$ and $z$ (the case where $y=x$ or $y=z$ is allowed, i.ce. we're dealing with what I'll call inclusive betweenness);
(b) a four-place predicate of segment-congruence, which I'll write as ' $x y$ Cong $\mathbf{z w}$ ', understood intuitivcly to mean that the distance from point $x$ to point $y$ is the same as the distance from point $z$ to point $w$;
and perhaps also
(c) a six-place predicate of angle-congruence, which I'll write as 'xyz A-Cong tuv', understood intuitively to mean that the angle formed by points $x, y$, and $z$ with vertex at $y$ is the same size as the angle formed by points to $t$, $u$, and $v$ with vertex at $u$.
(The last of these predicates doesn't actually need to be taken as primitive, it can be defined in terms of the others.) Now, I have explained (b) and (c) intuitively in terms of distance and angle-size. But these explanations are not part of the theory: in fact the notions of distance and angle-size can't be defined in the theory (as is obvious from the fact that the theory doesn't quantify over real numbers). The fact that these quantitative notions are not definable in the theory might appear to raise a problem for Hilbert's formulation, for much of the reasoning in a typical book on Euclidean geometry proceeds in terms of the lengths of line-segments and/or the size of angles: in fact, many of the theorems are explicitly theorems about lengths (c.g. Pythagoras's theorem). Does this mean that Hilbert left something out? No, for he proved the kind of theorem I'm calling a representation theorem: he proved (in a broader mathematical theory) that given any model of the axiom system for space that he had laid down, there would be at least onc function $d$ mapping pairs of points onto the non-negative real numbers, satisfying the following 'homomorphism conditions':
(a) for any points $x, y, z$, and $w, x y$ Cong $z w$ if and only if $d(x, y)=$ $d(z, w) ;$
and (b) for any points $x, y$, and $z, y$ is between $x$ and $z$ if and only if $d(x, y)+d(y, z)=d(x, z)$.

So if we take d to represent distance, segment-congruence becomes 'equivalent' to just the claim about distance we'd expect, and similarly for betwecnness. (Hilbert also proved the existence of a function m mapping triples of points into numbers, satisfying analogous conditions: m was a representation for angle-sizes.) Given these results it was casy to show that the standard Euclidean theorems about lengths and angle-sizes would be true if restated as theorems about any functions $d$ and $m$ mecting the given conditions. So in the geometry itself we can't talk about numbers, and hence we can't tall: about distances or angle-sizes; but we have a metatheoretic proof which associates claims about distanees or angle-sizes with what we can say in the theory. Numerical chims then, are ahstract counterparts of purcly geometric claims, and the equivalence of the abstract counterpart with what it is an abstract counterpart of is established in the broader mathematical theory.

Incidentally, in addition to the representation theorems Hilbert established uniguencss throrcms, one for distance, one for angle-size: c.g. the uniqueness theorem for distance says that if $\mathrm{d}_{1}$ and $\mathrm{d}_{2}$ are two functions mapping pairs of points into non-negative reals, both of which satisfy the two conditions just laid down, then $d_{1}$ and $d_{2}$ differ only by a positive multiplicative constant; and conversely, that if $d_{1}$ and $d_{2}$ differ only by a positive multiplicative constant, then $d_{1}$ satisfics (a) and (b) if and only if $\mathrm{d}_{2}$ docs. Thus the fact that geometric laws, when formulated in terms of distance, are invariant under multiplication of all distances by a positive constant, but are not invariant under any other transformation of scale, receives a satisfying aphantion: it is saphined ly the infrinsic fats ahout physical space, i.c. by the facts about physical space which are laid down without reference to numbers in Hilbert's axioms. This is a point that will beimportant later, but for now lec's go back to the representation theorem.

Hilbert's representation theorem, I've said, shows that statements that talk about space alone, without reference to numbers, are equivalent to certain 'abstract counterparts' which do talk about numbers. Because
of this, we can use the theorem as a device for drawing conclusions about space (conclusions statable without real numbers) much more easily than we could draw them by a direct proof from Hilbert's axioms. For instance, it is not difficult to say intrinsically (see Figure 1 ):
(a) that $a_{1}, a_{2}, a_{3}$ and $b_{1}, b_{2}, b_{3}$ form right triangles with right angles at $a_{2}$ and $b_{2}$;
(b) that there is a segment $\overline{c d}$ such that $\overline{a_{1} a_{2}}$ is twiec the length of $\overline{\mathrm{cd}}, \overline{a_{2} a_{3}}$ is five times the length of $\overline{\mathrm{cd}}, \overline{\mathrm{b}_{1} b_{2}}$ is three times the length of $\overline{c d}$, and $\overline{b_{2} b_{3}}$ is four times the length of $\overline{c d}$. (E.g. we say that $\overline{a_{1} a_{2}}$ is twice the lengch of cd by saying that there is a point $x$ between $a_{1}$ and $a_{2}$ such that $a_{1} x$ Cong cd and $x a_{2}$ Cong cd.)


Figure i

One might then wonder whether $\overline{a_{1} a_{3}}$ is Innger than $\overline{b_{1} b_{3}}$. If one eries to answer this withour using the representation theorem, it will be very difficult. But if one uses the representation theorem, one can invoke Pythagoras's theorem to quickly establish that $\overline{\mathrm{a}_{1} \mathrm{a}_{3}}$ is $\sqrt{29}$ times the length of $\overline{c d}$ and that $\overline{b_{1} b_{3}}$ is five times the length of $\overline{c d}$ and therefore that $\overline{a_{1} a_{3}}$ is indeed longer than $\overline{b_{1} b_{3}}$.
So invoking real numbers (plus a bit of set theory) allows us to make inferences among claims not mentioning real numbers much more
quickly than we could make those inferences without invoking the reals. And the inferences we make in this way will be correct every time. Prima facie, this might seem to be good evidence that the theory of real numbers (plus some set theory) is true: after all, if it weren't true, invoking it in arguments in this way ought to sometimes lead from otherwise true premises to a false conclusion. But we've seen in Chapter I that this prima facie plausible argument is deeply mistaken: the fact that the theory of real numbers (plus set theory) has this truth-preserving property is a fact that can be explained without assuming that it is true, but merely by assuming that it is conservative, which is a different matter entirely; in fact, as remarked in the Appcadix, we rcally need only to assume a restricted form of conservativeness, which follows from the consistency of set theory alone.

## 4

# Nominalism and the Structure of Physical Space 

The reader might reasonably wonder about the assertion at the very end of the previous chapter: after all, Principle C says that when mathematical theories are added to nominalistic theories, you can never deduce any nominalistic consequences you couldn't deduce otherwise; but I haven't yet claimed that Hilbert's formulation of the Euclidean theory of space is genuincly nominalistic, I have claimed only that it docsn't quantify over real mumbers. Now, this worry can be casily alleviated: for whether or not Hilleri's theory ought to be counted nominalistic on philosophical grounds, there can be no doubt that (if set theory is consistent) our mathematical theories apply to it in a conservative fashion. I will explain this, but first I want to raise the more controversial question of whether Hilbert's formulation of the Euclidean theory of physical space can be counted as genuinely nominalistic on philosophical grounds. This question raises several important issucs.

Some of these issucs can be brought out by considering the following objection. 'Hilbert's axiomatization of geometry just builds into physical space all the complexity and structure that the platonist builds into the real number system. For instance, Hilbert's axiomatization requires physical space to be uncountable, and in fact requires lines in physical space to be isomorphic to the real numbers. And there docsn't seem to be a very significant difference between postulating such a rich physical space and postulating the real numbers.'
In reply to this, let me first remind the reader that as I am conceiving nominalism, the nominalistic objectioip to using real numbers was not on the grounds of their uncountability or of the structural assumptions (c.g. Cauchy completeness) typically made about them. Rather, the objection was to their abstractecss: even postulating oue real number would have been a violation of nominalism as I'm concciving it. Converscly, postulating uncountably many physical entitics (e.g. uncountably many parts of a physical object, or of a light ray, or, as here, of physical space itsclf) is not an objection to nominalism; nor does it become any more objectionable when one postulates that these physical entitics obey structural assumptions analogous to the ones that platonists postulate for the real numbers.
Perhaps it is a bit odd to use the phrase 'physical entity' to apply to space-time points. ${ }^{20}$ But however this may be, space-time points are not abstract entitics in any normal sense. After all, from a typical platonist perspective, our knowledge of mathematical structures of abstract cantitics (c.e. the mathematical stricture of real numbers) is a priori; but the structure of physical space is an empirical mater. That is, most platonists who believe current physical theory believe that it is a priori true that there are real numbers obeying the usual laws, and that it is a high-level empirical hypothesis (not casily disconfirmed, but subject to revision by the development of an alternative physical theory) that there are lines in space which (locally anyway) are isomorphic to the real numbers. No platonist would identify the real
numbers with the points on any physical line: for one thing, it would be arbitrary which such line one picked to identify the real numbers with, and arbitrary which point on the line to identify with 0 and which with 1 ; but more fundamentally, to make any such identification would be to identify the real numbers with something we can know about only empirically. (Occasionally it is suggested by those secking a satisfactory formulation of quantum mechanics that we ought to

- view space and time as quantized. To my knowledge, no such proposal has ever been worked out very far; but if one were, and if it turned out to make the best sense of the evidence and best solve the interpretational difficulties of quantum theory, we would have strong empirical icasons to believe that between any two space-time poines there were only finitely many others. Surely however we ought not to count such a development as an empirical discovery that there are only finitely many real numbers between 0 and 1 .)
Even ignoring these points, there is a further reason that postulating physical space isn't like postulating real numbers: and that is that the ideology that goes with the postulate of points of space is less rich than that which goes with the postulate of the real numbers. With the postulate of real numbers goes the operations of addition and multiplication: no such operations are directly defincd on space-time points in Hilbert's theory; indeed none are even implicitly definable since any introduction of an addition or multiplication function on space-time points would have to rely on an arbitrary choice of one point to serve as 0 and another to serve as I . Something like addition can be reconstructed within Hilbert's theory, but it is addition of intervals rather than of points (and it doesn't give an addition fundion but rather a non-functional relation, interval $x$ is the same length as the sum of intervals $y$ and $z^{\prime}$ ). With multiplication, we can't even reconstruct the relation of onc interval being the product of two others: any introduction of such a product relation on intervals would have to depend on an arbitrary choice of one interval to serve as 'the unit interval', and no such notion is employed in the Hilbert theory. The best one can do with the Hilbert primitives is to reconstruct
comparisons of products of intervals, and it takes quite a bit of work to reconstruct such comparisons in a suitably generalizable way. ${ }^{21}$ These obscrvations make it clear that the objection tlat we are using the space-time points as if they were real numbers is quite crroncous.

These points are further reinforeed by the fact that the usual theory of real numbers includes not only the first-order theory that invokes only the functions of addition and multiplication: it includes also the apparatus of quantification over functions defined on the real numbers, and also enough higher-order seis to enable us to define the continuity, differentiability, etc. of such functions. No such apparatus is invoked in the theory that takes space-points as the objects of quantification: though we wil! cventua!ly see that the invariant content of many e statements of continuity, differentiability, etc. of functions is expressible in the system to be developed, it is to be expressed without referring to or quantifying over functions or anything like functions.

One might think that if the system of space-time points was as distinct from the system of real numbers as I've been saying, then it would be a remarkable coincidence that points on a physical line should happen to have precisely the structure of such an important mathematical system as the real numbers, and that important mathcratical operations (c.g. differentiation) on functions of real numbers should have analogs which play an important role in the physical theory. Surely, it could be argued, this can't be a coincidence: docsn't this show then that the physical theory is really platonism in disguise?

The trouble with this objection is that it completely ignores history: the theory of real numbers, and the theory of differentiation ete. of functions of real mumbers, war developed precisely in coder to deal with physical space and physical time and various theorics in which space and/or time play an important role, such as Newtonian mechanics. Indeed, the reason that the real number system and the associated theory of differentiation cte. is so important mathematically is precisely that 50 many of the problems to which we want to apply mathematics involve space and/or time. It is hardly surprising that mathematical theorics developed in order to apply to space and time should postulate
mathematical structures with some strong structural similarities to the physical structures of space and time. It is a clear case of putting the cart before the horse to conclude from this that what I've called the physical structure of space and time is really mathematical structure in disguise.

So in summary: there is indeed a good deal in common between on the one hand the structure of physical space that bothi I and the platonists postulate and on the other hand the structure of mathematical objects postulated by platonists; and there is an obvious reason why there should be this commonality of structure, given that the mathematics was developed to deal with physical space (and time). Still, there are many ways in which the physical structure is lese rich than the mathematical structure (c.g. no addition relation defined on points; no multiplication relation defined on points or even on intervals; no functions, sets of functions, etc.). And the physical structure is all an

- empirical postulate, subject to revision by experience in a way that mathematics is not.
There are, to be sure, certain views of space-time according to which the quantification over space-time points or space-time regions really would be a violation of nominalism. I'm speaking of relationalist views of space-time, as opposed to the substantipalist view. According to the substantivalist view, which I accept, space-time points (and/or space-time regions) are entitics that exist in their own right. In contrast to this are two forms of relationalist view. According to the first (reductive relationalism), points and regions of space-time are some sort of set-theoretic construction out of physical objects and their parts; according to the second (eliminatier relationalism). it is illegitimate to quantify over points and regions of space-time at all. ${ }^{22}$ It is clear that reductive relationalism is unavailable to the nominalist: for according to that form of relationalism, points and regions of space-time are mathematical entities, and hence entities that the nominalist has to reject. So a nominalist must cither be a substantivalist or be an climinative relationalist, and only in the first case can he find Hilbert's theory acceptable.

It is my view however that independently of nominalism, a substantivalist view is preferable to cither form of relationalist view, for a number of reasons most of which cannot be discussed here. I will merely say that I don't think that any relationalist programme, of either a reductive or an eliminative sort, has ever been satisfactorily carried out, even given a full-blown platonistic apparatus of sets. The problem for relationalism is especially acute in the context of physical theorics that take the notion of a ficld scriously, c.g. classical electromagnetic theory. From the platonistic point of view, a field is usually described as an assignment of some property, or some number or vector or tensor, to each point of space-time; obviously this assumes that there are spacc-time points, so a relationaiist is going to have to cither avoid postulating fields (a hard road to take in modern physics, I believe) or else come up with some very different way of describing them. The only alternative way of deseribing fields that I know is the one l use later in the monograph in connection with the gravitational potential field in Newtonian mechanies: it docs without the properties or the numbers or vectors or tensors, but it does not do without the space-time points. ${ }^{23}$ In gencral, it seems to me that recent developmenes in both philosophy and physics have made substantivalism a much more attractive position than it once was; it certainly has been adopted by the majority of the 'new wave' of space-time theorists. (For two good discussions, sec Jolnn Earman, 'Who's afraid of Absolute Space?' and Michacl Fricdman, Foundations of Space-Time Theories ${ }^{24}$ ). In any case, substantivalist views of space-time are cortainly possible, and on such a substantivalist view it is perfoctly nominalistic to quantify over spact-time puints andion space-time regons.

This docsn't justify quantifying over points or regions of space actually, if a point or region of space is construed as an entity that endures through time. And indeed, there are real diffeculties about quantifying over points or regions of space on any such construal, for on such a construal it would seem to make objective sense to ask Whether two non-simultancous cvents are at the same point of space, and hence to ask whether a given object is at absolute rest. The notion
of absolute rest is one that positivists have quite rightly objected to, in my view: this is a point I will return to briefly in the next chapter. Fortunately, however there is a way to construe quantification over points and regions of space so that it involves no commitment to absolute rest, in any physical theory in which a notion of simultaneity is available: simply regard a clhim about space as an abbreviation for the assertion that the claim holds for each of the spatial slices of space-time (i.e. the slices generated by the simultancity relation). So the claim that physical space is Euclidean is translated into the claim that each of the spatial slices of space-time is Euclidean. It is trivial to rewrite Hilbert's axiomatization of the geometry of space so that that is explicitly what it says; if we do se, then the ohjeets in the domain of the quantifier are really space-zine points rather than points of space, and there can be no danger of viewing the theory as being committed to the idea that absolute rest is a physically significant notion. (I won't bother to explain how to rewrite Hilbert's theory in this way however, since the theory that resulted would be of less use than a stronger nominalistic theory about space-time structure to be set out in Clapter 6.)

II

I have allowed our nominalist to quantify over points of regions of space-time. Is there any reason why he shouldn't quantify over both points and regions? Some philosophers would be willing to accept the existence of certain kinds of regions-say, regular open regionsbut not of points. This is not a view I diject in: it may well be possible to find nominalistic systems similar in many respects to the Hilbert system (and to the systems to follow later on in the book), but that quantify over arbitrarily small regular open regions instead of over points; and if it is possible, then the nominalist has no reason to object to dispensing with points in favor of regular open regions. But 1 also do not see that the nominalist has any particular reason to forego points for arbitrarily small regular open regions-the desire for such purity
is a quasi-finitist desire, not a nominalist desire. Since the desire to forego points is not one I share, and since it appears to be mathematically difficult, I will make no attempt to satisfy that desire in this book.

How about the converse question: given a nominalism in which we quantify over space-time points, is there any added difficulty in quantifying over regions? If our nominalist accepts Goodman's calculus of individuals, ${ }^{25}$ then the introduction of points carries with it the introduction of regions: for a region is just a stim (in Goodman's sense) of the points it contains. ${ }^{26}$. And even if one does not accept the calculus of individuals in general-even if one thinks that there are entities that can't meaningfully be 'summed'-there seems to be little motivation for allowing points and yet disallowing regions: in fact, it seems attractive to regard points of space-time as a special case of regions, namely as regions of minimal size. So it seems to me that regions are nominalistically acceptable. (I should note however that only fairly 'regular' regions are directly used in the monograph, so a nominalist who would balk at the use of highly 'irregular' regions need not balk at the uses to which regions will actually be put. $)^{27}$
If these claims about what should count as nominalistic are accepted, then there is at least an important sense in which Hilbert's formulation of the Euclidean theory of space is or can with a little rewriting be made nominalistic. Hilbert's theory is usually formulated as a secondorder theory, in which the first-order variables range over points, lines, and planes; in other words, the first-order variables range over regions of various kinds. Consequently, the second-order variables range over sets of points, lines, and planes, and that doesn't look very nominalistic. Howcyer, only one second-orcicr axiom is seally necded, the Dedekind continuity axiom; and in this axiom one quantifies only over non-empty sets of points. This is important, for in the absence of any further use of sets, there is no substantive difference between a set of points on the one hand and a Goodmanian smm of points or a region on the other. So we can regard the second-order quantifiers in Hilbert's theory as ranging over regions. (And we can then if we like restrict the range of the first-order guantifiers to points, cither by using
second-order quantifiers whenever we want to speak of lines and planes, or by paraphrasing claims about lines and planes in terms of claims about points and the relation of betweenness.) If we write Hilbert's theory in this way, then the quantificrs (both first-order and second-order) range only over regions of space; and I've argued that regions of space are nominalistically acceptable entitics. So if we write Hilbert's formulation of the Euclidean theory of space in this way, it has a purely nominalistic ontology.
It docs, admittedly, have a logic that one might find objectionable: it involves what might be called the complete logic of the part/whole relation, or the complete logic of Goodmanian stums, and this is not a recursively axiomatizable logic. To clarify this, note that the theory as I've suggested it be written is still a second-order theory, that is, it still involves second-order logic: it is mercly that because of the nature of the objects in the range of the first-order quantificrs (viz. because they do not overlap), and because also we haven't invoked variables for functions or for predicates of more than one place, no nominalistically dubious entities need be invoked to scrve in the range of the second-order quantifiers. This ontological difference is perhaps sufficiently striking so that we ought not to call the logic 'second-order logic' anymore, but something else, such as 'the complete logic of Goodmanian sums'; nonetheless, the consequence relation is still like that of second-order logic, which is not recursively axiomatizable. Consequencly, insofar as one objects to the strength of the secondorder consequenee relation, one will object to this version of Hilbert's formulation of the Euclidean theory of space.
I share the feeling that the invocation of anything like a secondorder consequence relation is distasteful, and will discuss the possibility of climinating it in the final chapter of the book. For now, let me simply note that for platonistic theories too, the most natural and intuitive formulation of a theory is often a second-order formulation. For instance, intuitive set theory-by which I mean not the intuitive Cantorian set theory that was shown inconsistent, but the intuitive set theory that underlies the Zermelo-Fracnkel and similar axiomatizations-is a
sccond-order theory: c.g. it will include as an axiom or a theorent the second-order separation principle

$$
\forall P \forall x \exists y \forall z(z \in y \leftrightarrow z \in x \wedge P(z)) .
$$

To get a first-order axiomatization we have to weaken the theory, replacing the second-order axiom or axioms by schemas of first-order axioms, namely the schema of replacement and/or separation. This first-order weakening of intuitive set theory has a lot of 'non-standard' models (e.g. models in which sers that are really infinite satisfy the formula that is usually regarded as defming finiteness): such models are 'non-standard' precisely because they are net models of secondorder set theory. . $^{2}$ Smimiarly, the second-order Hilbert axiomatization of geometry can be weakened to a first-order system, in either of two ways: a scvere weakening which drops the use of regions entirely has been studied by Tarski2 ${ }^{29}$ and a less severe weakening to a first-order axiomatization will be mentioned in the final chapter. But these firstorder weakenings of the Hilbert system all have non-standard models. These non-standard models together with the non-standard models of first-order set theory make the question of the relation between the first-order nominalistic theory and the first-order platonistic theory harder to setele; a representation theorem like Hilbert's is much casier to state and prove if it is taken as relating the intuitive (second-order) nominalistic geomerry to the intuitive (second-order) set theory than if it is taken as relating their first-order weakenings. For this reason I will put off the issue of first-order axiomatization until the final chapter.
Since lam puting that off, it is necessary to make sure that nothing in ay tanath in the previens chaprer, about the philosophical significance of Hilbert's representation theorem, turned on the false assumption that Hilberr's axiomatization was first order. The only remark which might seem suspect from this point of view came at the very end of the clapter. After pointing out that mathematical entities (real numbers together with functions from space-time points into the reals) can usefully be employed in connection with Hilbert's axiomatization, and that when they are employed we are never led to a false conclusion
about space from true premises, I raised the question of whether this fact is evidence that the theories which postulate mathematical entities are true. My answer was no: we could, I chamed, explain the truthpreservingness of mathematics in this context entirely by its conservativeness, which is a much weaker (or more accurately, a quite different) property; in fact, I remarked that we really only need to assume a restricted form of conservativeness, which follows from the consistency of mathematics alone. This, however, raises a question: is the consistency of mathematics (i.e. the consistency of set theory, since mathematics reduces to set theory) sufficient to entail that mathematics can be employed in reasoning about second-order theories in a truth-preserving way? The answer is that the semanric consistency of second-order set theory is sufficient for this conclusion: in fact, the main arguments of the Appendix to Chapter 1 go over with little alteration when all the theories are taken to be second order. ${ }^{30}$ The upshot is that in the context of reasoning about Euclidean geomerry at least, the nominalist can invoke the theory of real numbers (with the attendant functions) as much as he likes, for he is guaranteed that he can never be led into error by so doing.

## My Strategy for Nominalizing Physics, and its Advaituges

So far, I have not tried to argue that we can come up with nominalistic theorics to replace platonistic ones: I have merely argued that if we had a nominalistic theory, then it would be legitimate to introduce mathematics as an auxiliary device that aids us in drawing inferences; and I have tried to indicate why that auxiliary device would be uscful, and to show that its usefulness as an auxiliary device is no grounds whatever for supposing that it consists of a body of truths. The real question then is whether an attractive nominalistic formulation of physics is possible. I say an attractive nominalistic formulation, becauseif no atractiveness requirement is imposed, nominalization is trivial: simply take as axioms of your physical theory all the nominalisticallystatable consequences of the platonistic formulation of the theory. (Or, if you want a recursive set of axioms, take the Craigian transcription of the set of nominalistically-statable consequences.) Obviously, such ways of obtaining nominalistic theorics are of no interest. The way that I will suggest of obtaining nominalistic theorics is very differemt from this.

In order initially to motivate the idea that an attractive nominalistic formulation of physics is possible, let us return to Hilbert's axiomatization of geometry. There are two approaches to axiomatizing geometry, sometimes called the metric approach and the syuthetic approach. In the metric approach we take as primitive a particular function-symbol d, which we regard as denoting a particular mapping of pairs of points of space into the real numbers. Then if we regard the mathematical laws of real numbers, functions, and so forth as independently given, we can use d to lay down a relatively simple set of axioms for the geometry. The synthetic approach is the one that Hilbert followed, the one which does without real numbers, functions, etc. This approach is also the one that Euclid had (less rigorously) followed long before-Euclid had to follow the synthetic approach,

- because the theory of real numbers hadn't been sufficiently developed in his day for the metric approach to be possible. (The real numbers were in fact first introduced into mathematics as a means of simplifying geometric reasoning). But to anyone already familiar with the theory of real numbers, the metric approach is a good deal casicr, and for that reason it is used in many recent books in geometry. If one were familiar only with the metric approach to Euclidcan geometry, one would probably conclude that one needs to quantify over real numbers in developing a theory of the geomerry of space. The Hilbert axiomatization, however, shows that this is not so.

My gucss is that the same is true for other physical theories. Insofar as they've been rigorously formulated at all, they've been formulated platonistically, for it is casier to formulate a theory that way when one has a sufficiently developed mathematics. My guess, however, is that a thorough foundational analysis of such theories will show that reference to real numbers, etc. is no more necessary in them than it is in geometry. And this isn't a mere guess: I substantiate it in Chapters 6-8 with respect to one physical theory, viz. Newton's theory of gravitation; and it would be routine to extend the nominalistic treatment of gravitational theory to other theories with a similar format, such as special relativistic electromagnetic theory.

I believe that such 'synthetic' approaches to physical theory are advantageous not merely because they are nominalistic, but also because they are in some ways more illuminating than metric approaches: they explain what is going on without appcal to extraneous, causally irrelevant entitics. The attempt to climinate theoretical entities of physics (e.g. electrons) from explanations of obscrvable phenomena is. not likely to be possible without bizarre devices like Craigian transcriptions; it is also not likely to be illuminating even if it is possible, because electrons are causally relevant to the phenomena they are invoked to explain. But even on the platonistic assumption that there are numbers, no one thinks that those numbers are causally relevant to the physical phenomena: numbers are supposed to be catitics existing somewhere outside of space-time, causally isolated from everything we can observe. If, as at first blush appears to be the case, we need to invoke some real numbers like $6.67 \times 10^{-11}$ (the gravitational constant in $\mathrm{m}^{3} / \mathrm{kg}^{-2} / \mathrm{s}^{-2}$ ) in our explanation of why the moon follows the path that it does, it isn't because we think that that real number plays a role as a cense of the moon's moving that way; it plays a very different role in the explanation than electrons play in the explanation of the workings of electric devices. The role it plays is as an entity cxtrinsic to the precess to be cexplained, an entity related to the process to be explained only by a function (a rather arbitrarily chosen function at that). Surely then it would be illuminating if we could show that a purcly intrinsic explanation of the process was possible, an explanation that did not invoke functions to extrinsic and causally irrelevant entities.
In saying that this is an advantage, I don't mean to suggest that extrinsic explanation should always be avoided: the point is rather that from a proper symbetic theory, one will be able to prove the equivalence of the intrinsic and extrinsic explanations. (That is, one will be able to prove that the two explanations are equivalent given the assumption that the entities involved in the extrinsic explanation exist. If one believes that they don't exist, then one will hold that the extrinsic explanation is merely a uscful fiction, but one which can be
used in good conscience by anyone who knows of the intrinsic explanation, because of the conservativeness of mathematics.) An illustration of this is provided by synthetic geometry: given the axioms of symthetic geometry, one can prove (given standard mathematics) the equivalence of on the one hand explanations of features of physical space stated in terms of betweenness and congruence and on the other hand extrinsic explanations involving quantitative distance and angle measures; hence one is frec to use the extrinsic explanations in practice.
I am saying then that not only is it much likelier that we can eliminate numbers from science than electrons (since numbers, unlike electrons, do not enter causaily in explanations), but abs that it is muve illuminating to do so. It is more illuminating because the climination of numbers, unlike the climination of electrons, helps us to further a plausible methodological principle: the principle that underfying every good extrinsic explanation there is an intrinsic explanation. If this principle is correct, then real numbers (unlike electrons) have got to be climinable from physical explanations, and the only question is how precisely this is to be done.
Note that the principle I've italicized is not a nominalistic principle: it could perfectly well be accepted by a platonist, though of course, not by any platonist who believed thar one could argue for platonism by saying that mathematical entitics are needed for physics. Conversely, a nominalist need not accept the principle. There are indeed ways of trying to establish the possibility of nominalism that, even if successful, would not establish the italicized principle. One such approach is that of Charles Chihara in his book Ontolyy) and the Vitious Circle Primiphte (sec note 4 above). Chihara's approach is one of those alluded to in the introduction, on which one trics to reinterpert mathematics: in this case, one reinterprets it as being about linguistic entities instead of abstract entitics. I find my approach preferable to his for three reasons. In the first place, as Chihara of course recognizes, the linguistic view requires that only predicative mathematical reasoning be used in application, and it isn't at all obvious that we don't need impredicative
reasoning in doing science. (My view licenses (but docsn't demand) the use of impredicative reasoning, as we shall sec in Chapter 9.) In the second place, the linguistic entitics that Chilara appeals to include sentence types no token of which has even been uttered, and it is not at all obvious to me whether these should count as nominalistically legitimate. But third and most fundamental, Chihara's view does nothing to illuminate the use of extrinsic, causally irrelevant entitics in the application of mathematics. That is, Chilara's methods do not show us how to provide intrinsic explanations underlying extrinsic explanations; they mercly show that linguistic surrogates of mathematical entitics can be used in place of mathematical entitics in our extrinsic explanatious (a fact which I take to be uninteresting, since as I've argued, there is no need in the mathematical case to regard extrinsic explanations as literally truc).
I conclude this chapter by noting that one of the things that gives plausibility to the idea that extrinsic explanations are unsatisfactory if taken as ultimate explanation is that the functions invoked in many extrinsic explanations are so arbitrary. For example, in the case of geometry, the choice of one distance function over any other one which differs from it by positive multiplicative constant is completely arbitrary; it reficers in effect an arbitrary choice of units for distance. (When we move from geometry to physics gencrally, there is in the metric approach not only an arbitrary choice of a unit of distance, but also an arbitrary choice of units for other quantities, an arbitrary choice of a rest frame, and various other arbitrary choices as well). Now an analogous arbitrariness comid exist on an intrinsic approach too: it would exist if we singleci ont a particular pair of points of space-time (say, the endpoints of a certain platinum rod in the Burcau of Standards at such and such a time), and constantly referred to this pair of points in making distance comparisons when we developed the theory. Hilbert, however, did not resort to such an unaesthetic move in his intrinsic development of geometry; nor shall I resort to it in my intrinsic formulation of graviational theory. What Hilbert did do (in his uniquencss theorem) was to explain, in terms of intrinsic fatts aliout
space which are statable without such arbitrary choices, why the choice of functions to be invoked in the extrinsic theory will be arbitrary to precisely the extent that it is. This feature of the Hilbert approach to geometry is highly attractive, and it is a feature I will take pains to cmulate when I extend the synthetic treatment of geomerry to a synthetic treatment of gravitational theory.

## A Nominalistic Treatment of Newtonian Space-Time

I turn now to the problem of giving a nominalistic formulation of physics, a formulation which mects the additional constraints imposed in Chapter s: it is to be 'attractive', unlike Craigian axiomatizations; it is to be a 'purely intrimsic' formulation; and it is to be a formulation that docs not appeal to arbitrarily chosen objects to serve as units of length, or to arbitrarily chosen systems of coordinates, or to any such thing. These further constraints are not very precise, but I hope that they are reasouably clear; for I will implicitly and sometimes explicitly invoke these constraints (especially the last one) in motivating the construction to fullow.

The first step in giving a nominalistic formulation of physics is to give a nominalistic treatment of space-time. I've already discussed a nominalistic treatment of space, but space-time is a little different, both in Newtonian mechanics and in special relativity. It is different not just in being 4 -dimensional instead of 3 -dimensional, but in not having a full Euclidean structurc. (Also in having some extra structure not present in Euclidean 4-space.)

In the Newtonian case, the lack of a full Euclidean structure comes out in two ways. First, there is no 'objective' way to compare spatial distance with temporal distance; that is, although one could arbitrarily define such a comparison (c.g. by saying that the spatial distance between two points was equal to the temporal distance if the temporal distance was the same as was required for a certain uniformly moving object in the Burcau of Standards to traverse that spatial distance), nonetheless there is no one such means of comparison that is naturally singled out by the laws of Newtonian mechanics.
In order to explain the second way in which space-time lacks full Euclidean structure, I must digress to discuss the issuc of absolute rest. As I said in Chapter 4, I do not think that the notion of iest makes objective sense in Newtonian mechanics: it makes sense only relative to an arbitrary choice of coordinate system. Newton himsclf disagreed with this conclusion: he thought that the notion of absolute rest (i.e. rest that isn't merely rest relative to a coordinate system) was required in order to formulate the laws of mechanics, and consequently that it must make objective sense. In support of the idea that the concept was needed to formulate the laws of mechanics Newton produced
the idea that you need a notion of absolute acceleration to formulate the laws of mechanies, and Newton thought that the only way to explain absolute acceleration was in terms of absolute velocity, so that that must make objective sense too. (And if absolute velocity makes objective sense, so of course does absolute rest: something is at absolure rest if its absolute velocity is zero.) This is certainly a persuasive argument for the cham that taik of absolute rest mahes objective phasical sense. Nevertheless the conclusion of the argument is undeniably embarrassing, for no one of the unaccelerated frames is maturally singled out as the rest frame by the laws of the theory.
How are we to get around this cmbarrassing conclusion? One way of course would be to change the physical theory, so that absolute acceleration is not used: this was Mach's program. But there is an alternative move which does not (in any very significant sense anyway)
change the physical theory, and that is to give a treatment of absolute accelcration which docsn't take it as defined in terms of a numerical velocity; this allows us to have absolute acceleration without absolute rest. A platonistic treatment of acceleration (using 4-dimensional tensor methods) that accords with this idea is known, and is now popular with philosophers of physics. (Cf. for instance the papers by Earman and Friedman cited in the previous chapter.) In committing myself to the avoidance of arbitrary choices, I commitred myself to coming up with a nominalistic treatment with the same virtue. (As I will later remark, I think that the nominalistic approach does even better than the tensor approach in avoiding arbitrary choices.)
What does all this have to do with the structure of space-time? I said above that there is no 'objective' way to compare spatial distance with temporal distance. We can now see that in Newtonian mechanics there is not even an 'objective' way to compare the spatial distance between space-time points $x$ and $y$ with the spatial distance between $z$ and $w$, except in the casc where $x$ is simultancous with $y$ and $z$ is simultancous with w. To assume a more general comparison of spatial distance is to assume a notion of sameness of place across time, i.e. a notion of absolute rest; and this notion makes no objective sense in Newtonian mechanics. (Again, sense can be given to the notion of rest, by arbitrary stipulation of a rest frame; but no one rest frame is naturally singled out by the laws of the theory.)

We've seen two respects in which space-time lacks full Euclidean structure. We must bear these facts in mind in trying to give an intrinsic treaturnt of the geometry of spacc-time: we must describe space-tume geometry intrinsically withour attributing to space-time any structure that isn't objectively there.
It turns out to be quite casy to give an intrinsic account of the geometry of space-time, both for Newtonian mechanics and for special relativity, by building on an intrinsic treatment of affiue geometry that has been provided by Szezerba and Tarski. ${ }^{31}$ Before discussing this. let me first return to Hilbert's representation and uniqueness theorems. Hilbert actually proved more general
representation and uniqueness theorems than the ones stated in Chapter 3: his theorems, in their full generality, invoke not distance functions, but coordinate functions from which distance functions can be defined. The more general theorems are as follows:
$\left(\mathrm{R}_{\mathrm{E}}\right)$ A structure $\left\langle\mathscr{A}\right.$, Bet $_{\mathscr{A}}$, Cong $\left._{\mathscr{A}}\right\rangle\left\langle\right.$ where Bet $_{\mathscr{A}} \subseteq \mathscr{A} \times \mathscr{A} \times \mathscr{A}$ and Cong $\left.A_{A} \subseteq \mathscr{A} \times \mathscr{A} \times \mathscr{A} \times \mathscr{A}\right)$ is a model of the Hilbert axioms if and only if there is a $1-1$ function $\phi$ from $s$ onto $\mathbb{R}^{3}$ (the set of ordered triples of real numbers) such that if we define $d_{\phi}(x, y)$ for $x, y$ in $\mathscr{A}$ as

$$
\sqrt{\sum_{i-1}^{3}\left(\phi_{i}(x)-\phi_{j}(y)\right)^{2}}
$$

(where $\phi_{i}(x)$ is the $i^{\prime}$ th component of the triple $\phi(x)$ ), then
(a) $\forall x, y, z\left[y \operatorname{Bet}_{\phi} x z \leftrightarrow d_{\phi}(x, y)+d_{\phi}(y, z)=d_{\phi}(x, z)\right]$
(b) $\forall x, y, z, w\left[x y\right.$ Cong $\left._{\boldsymbol{A}} z w \leftrightarrow d_{\phi}(x, y)=d_{\phi}(z, w)\right]$.
$\left(U_{E}\right)$ Given any model of the axiom system and any two functions $\phi$ and $\phi^{\prime}$ whose domain is the domain of the model: if $\phi$ meets the conditions of the representation theorem (i.e. of $\left(\mathrm{R}_{\mathrm{E}}\right)$ ), then $\phi^{\prime}$ meets those conditions if and only if it has the form $T^{\circ} \phi$; where $T$ is a Euclidean transformation of $\mathbb{R}^{3}$, i.e. a transformation that can be obtained by some combination of shift of origin, reflection, rotation of axes, and multiplication of all coordinates by a positive constant (and where $\circ$ indicates functional composition).
We can state the second result more briefly by saying that the representation function guaranteed by $\left(\mathrm{R}_{\mathrm{E}}\right)$ is anique up to Eurlidean transformation but no further. This result gives an explanation of the fact that the laws of Euclidean geometry, when stated in terms of coordinates, are invariant under shift of origin, reflection, rotation, and multiplication of all distances by a constant factor: if we assume that the gemine facts about Euclidean space are just the facts about betweenness and congruence laid down in Hilbert's axioms, and that the function of
coordinates is simply to facilitate the deduction of facts about betweenness and congruence and the relations definable in terms of them, then it follows that in an extrinsic formulation of the laws of geometry in terms of coordinates, the laws will be invariant up to Euclidcan transformations and no further.
What we would like is to do for space-time what has been done for space. That is, we want to come up with a system of 'intrinsic' axioms, more or less analogous to Hilbert's but involving somewhat different concepts, and to come up with a representation theorem that explains the legitimacy of coordinatizing space-time and a uniqueness theorem that explains why in the coordinatized treatment of space-time the laws of Newtonian mechanics will be invariant under just the coordinate transformations that they are in fact invariant under. Anyone with the least familiarity' with Newtonian mechanics knows what the relevant class of transformations is: it is the class of generalized Galilean transformations, that is, the class of transformations that can be obtained by some combination of: (a) shift or origin; (b) reflection; (c) rotation of spatial axes leaving the temporal axis fixed; (d) multiplication of all spatial coordinates by a positive constant; (c) multiplication of all temporal coordinates by a positive constant; and (f) change of rest frame according to the rule

$$
\begin{array}{ll}
\mathrm{t}^{\prime}=\mathrm{t} & \mathrm{x}^{\prime}=\mathrm{x}+\mathrm{ut} \\
\mathrm{y}^{\prime}=\mathrm{y} & \mathrm{z}^{\prime}=\mathrm{z}
\end{array}
$$

for some constant $u$. (Note the inclusion in this list of (d) and (c). The advantage I mentioned which my approach has over tensor approaches is that these are included among the transformations under which the theory is invariant. ${ }^{32}$ ) So our uniqueness theorem for spacetime is going to have to say that the representation function $\phi$ guaranteed by the representation theorm is unique up to generalized Galiean transformation and no further.
The key to devcloping a system of axioms from which one can prove the needed representation and uniqueness theorems is to build on the results of Szezerba and Tarski on affine geometry. Szczerba and

Tarski laid down an axiom system somewhat like Hilbert's, ${ }^{33}$ but invoking only the notion of betweenness. Their representation theorem for 3 -dimensional space was just like $\left(\mathrm{R}_{\mathrm{E}}\right)$, but with clause (b) dropped since no notion of congruence was part of the system; to get the representation theorem for 4 -dimensional space you simply replace $\mathbb{R}^{3}$ by $\mathbb{R}^{4}$ and use

$$
\sqrt{\sum_{i=1}^{4}\left(\phi_{i}(x)-\phi_{i}(y)\right)^{2}}
$$

as your definition of $d_{\phi}(x, y){ }^{34}$ The uniqueness theorem for affine space is like $\left(\mathrm{U}_{\mathrm{E}}\right)$, except that in place of Euclidean transformations is a more gencral kind of transformation called afine transformations. Affine transformations preserve straight lines, and parallclism among lines, and the betweenness relation among points on a line, and the congruence relation among points on the same line (or more gencrally, the congruence or lack of congruence between $x, y$ and $z, w$ when $x$ and $y$ lic on a line parallel to a line containing $z$ and $w$ ); they don't preserve perpendicularity, or congruence generally.
Gencralized Galiean transformations are a special case of afine transformations. That they preserve straight lines, and betweenness on a line, and so forth, is obvious for purely spatial lines, i.c. lines all of whose points are simultancous. How about for lines that are not purely spatial? It is easy to see that in the usual coordinatization, a non-spatial straight line is simply the path of an inertial coordinate system, and inertiality is preserved under generalized Galikan transformations. The betweenness relation on such a straight line has the obvious interpretation, and that relation too is preserved under gencralized Galilean transformations. Two non-spatial straight lines are parallel if one is at rest relative to the first, and if $x$ and $y$ are on one line and $z$ and $w$ on a parallel line, then $x y$ is congruent to $z w$ if and only if the temporal separation betwecn $x$ and $y$ is equal to that between $\mathbf{z}$ and $w$; these relations too are preserved by generalized Galiean transformations. So all gencralized Galikean transformations are affine transformations; ${ }^{35}$ the converse is not true, so what we want to
do is to add a few primitive notions and axioms to the Szczerba-Tarski system, in such a way that we get representation and uniquencss theorems corresponding to the more restricted class of transformations.

The primitives we need, besides betwecnness, are a 2 -place simultancity relation and a 4 -place spatial congruence relation, with the property that xy S-Cong zw only if x is simultaneous of y and z is simultancous to $w .{ }^{36}$ Given that these are the primitives, it is clear what our representation theorem is going to have to look like: it is going to have to be the 4-dimensional variant of ( $\mathrm{R}_{\mathrm{E}}$ ), except with clause (b) dropped and the following two clauses added:
(c) $\forall x, y\left[x \operatorname{Simaj} ; \leftrightarrows \phi_{4}(x)=\phi_{4}(y)\right]$.
(d) $\forall x, y, z, w\left[x y ~ S-C o n g ~ z w ↔ \phi_{4}(x)=\phi_{4}(y) \wedge \phi_{4}(z)=\right.$

$$
\left.\phi_{\Delta}(w) \wedge d_{\phi}(x, y)=d_{\phi}(z, w)\right] .
$$

And our uniquencss theorem is going to have to say that the representation function satisfying this representation theorem is unique up to generalized Galilcan transformations but no further. Given the Szczerba-Tarski axiom on 'Bct', it is quite trivial ${ }^{37}$ to impose requirements on the two new primitives 'Simul' and 'S-Cong' so as to get the desired representation and uniqueness theorems.

The position that we arrive at, then, is that the only spatio-temporal relations needed to describe Newtonian space-time are the three invoked in this axiom system; all other genuine spatio-semporal rclations are defined in terms of them, and relations which on a coordinate description of space-time might look genuine-c.g. being at absolute rest, or having a temporal separation of exactly 1 , and so forth-really are not gemume but dependent on an arbitary choice of coordinate system or distance function. By the representation theorem, the coordinate system and the distance function can be viewed as merely devices for deriving conclusions about spatio-temporal hetwecuness, simulancity, and spatial congruence, conclusions which could be derived without ever bringing in numbers at all.
Of coursc, the conclusions arrived at so far are rather limited: they show the possibility of a nominalistic account of the structure of
space-time, but they do not show that when we use space-time to develop broader theories (e.g. theories that describe the motion of particles by differential equations, theorics that postulate scalar fields governed by other differential equations, and so forth), a nominalistic account of those broader theories is possible too. Nevertheless, I think that this more general conclusion is correct; and I will arguc for it in the next two chapters, by building on the ideas developed so far.

## 7

## A Nominalistic Treatment of Quantities, and a Previet, of a Nominalistic. Treatment of the Laws involving them

I have described a nominalistic treatment of spacc-time; next we have to deal with entities that exist within space-time, e.g. various scalar fields such as temperature or gravitational potential. A possible approach to a coordinate-independent treatment of, say, temperature, would be to introduce a continuum of temperature properties, each one the property of having such and such specific temperature. One could then describe the structure of that system of properties not via numbers, but via certain intrinsic relations among them, say the relations of betwecnness and congruence; and one could impose axioms on these notions to guarantee that there was a i-I function mapping the temperature propertics into the reals, and that such a function was unique up to lincar transformation. There is a certain conception of propcrtics (viz. Putnam's in 'On propertics ${ }^{338}$ ) on which this approach would be at least arguably a nominalistic one; but I prefer a different strategy, which doesn't invoke temperature properties but which makes
do with space-time points (or more generally, space-time regions) as the only entities.

My approach is not to introduce betweenness and congruence relations among temperature propertics, but to introduce temperaturebetweenness and temperature-congruence relations among space-time points. That is, we will have a 3 -place relation Temp-Bet, with $y$ Temp-Bet $x z$ meaning intuitively that $y$ is a space-time point at which the temperature is (inclusively) between the temperatures of points $x$ and $z$; and a 4-place relation Temp-Cong, with xy TempCong $2 w$ meaning intuitively that the temperature difference between points $x$ and $y$ is equal in absolute value to the temperature difference between points $z$ and $w$. Also, if we are going to want to formulate laws which in their extrinsic formulations are not invariant under temperature reversal (i.e. under a systematic replacement of low temperatures by high temperatures and conversely), we will need a 2-place predicate Temp-Less, where $\times$ Temp-Less $y$ means that the point $x$ is lower than or equal in temperature to point $y$. (When Temp-Less is used, Temp-Bet of course becomes definable; but in order to make most of the formal development independent of whether the laws are invariant under reversal, it is convenient in the exposition that follows to keep Temp-Bet as a primitive in cither case.)

We now want to impose axioms on these relations, which will give us representation and uniqueness theorems more or less analogous to the Hilbert theorems ( $\mathrm{R}_{\mathrm{E}}$ ) and $\left(\mathrm{U}_{\mathrm{E}}\right)$ of the previous chapter. The theorems we want are
( $\mathrm{R}_{\text {Temp }}$ ) A structure 〈sf, Tcmp-Bct, Tcmp-Cong $\left.g_{g}\right\rangle$ or $\langle\mathscr{A}$, Temp-Bet. . J emp-Cong $\boldsymbol{A}^{\prime}$, Temp-Less,s $\rangle$ is a model of the axioms if and only if there is a function $\psi$ from $\mathscr{A}$ onto an interval (connected subset with more than one element) of real numbers, such that
(a) $\forall x, y, z\left[y\right.$ Temp-Bet ${ }_{f} x z \leftrightarrow$ cither $\psi(x) \leq \psi(y) \leq \psi(z)$ or $\psi(z) \leq \psi(y) \leq \psi(x)]$
(b) $\forall x, y, z, w, \mid x y$ Temp-Cong, $z w \mapsto|\psi(x)-\psi(y)|=$
$|\psi(z)-\psi(w)|]$.
and if Temp-Less is used as a primitive,
(c) $\forall x, y\left[x\right.$ Tcmp-Less $\left._{d} y \leftrightarrow \psi(x) \leq \psi(y)\right]$.
( $\mathrm{U}_{\text {Temp }}$ ) Given any model of the axiom system and any two functions $\psi$ and $\psi^{\prime}$ whose domain is the domain of the model: if $\psi$ meets the conditions of ( $\mathrm{R}_{\text {Temp }}$ ), then $\psi^{\prime}$ meets those conditions if and only if it has the form $\mathrm{T} \circ \psi$; where if Temp-Less is not used as a primitive, $T$ is a linear transformation of the reals, i.c. a function of form $a x+b$ where $b$ is a real and $a$ is a non-zcro real; and where if Temp-Less is used as a primitive. $T$ is a positive lincar transformation, i.e. a lincar transtormation in which the constant a is greater than zcro.

Note that unlike the case of Euclidean geometry or the geometry of space-time, we don't demand that the representation functions be 1-1, for the obvious reason that different space-time points may have the same temperature. Also, we don't demand that the representation function be the entire set of reals. We do demand that it be a connected set of reals, for a simple reason: temperature and other scalar fields used in physics are assumed to be continuous, and this guarantees that if point $x$ has temperature $\psi(x)$ and point $z$ has temperature $\psi(z)$ and $r$ is a real number between $\psi(x)$ and $\psi(z)$, then there will be a point $y$ spatio-temporally between $x$ and $z$ such that $\psi(y)=r$. I have also demanded that the range of $\psi$ contain more than one real number, simply because doing so avoids the need to worry about tedious spocia! coses in sinting defmitions hate un, and because the casc of a scalar with only one value is of no interest.
The task of getting an axiom system for Temp-Bet and Temp-Cong and perhaps Temp-Less that will give rise to the desired representation and uniquencss theorems is a problem that has in essence been solved by others. There is in fact a large body of known resules about how to axiomatize something so as to get desired representation and uniqueness theorems: these results form the major part of what is known as
'the theory of measurement'. This name reffects a philosophical bias quite different from mine: ir reflects a concern with something like operational definitions, rather than with axiomatizing science without the use of numbers. But 'measurement theory' has progressed largely by ignoring characteristic features of measurement (such as measurement errors) and focussing on such questions as: what must the intrinsic facts about temperature differences between physical objects be if it is appropriate to think of temperature as being represented by real numbers! And except for the fact that I am substituting space-time points for physical objects, this is in effect the question I am now asking.

An excellent survey of the kind of results now available in modern measurement theory is given in Krantz, Luce, Suppes, and Tversky, Foundations of Measurement, vol. s. ${ }^{39}$ Many of the topics in that book are of some relevance to the project of nominalizing physics; of immediate interest is the treatment they give of 'absolute difference structures' in their Section 4.10. For their system is, in effect, an axiom system involving betweenness and congruence ${ }^{40}$ which gives something very close to the representation and uniqueness theorems for scalar fields like temperature that were required above. It is quite casy ${ }^{41}$ to modify their system so as to give the representation and uniqueness theorems we want, when Temp-Less is not used as a primitive. And when Temp-Less is used as an additional primitive, it is easy ${ }^{42}$ to add to the Krantz axioms some new axioms relating this to the other primitives so as to again get the representation and uniqueness theorem we want; in fact an earlier section of the Krantz book, on 'algebraic difference structures', shows in effect how this is to be donc. For furture reference it will be convenient to have names for the axiom systems that arise by modifying the Krantz axioms in these ways: I'll call them the axiom systems for unordered scalar fields and for ordered scalar fields.
Of course, nothing in all this turns on the scalar in question being temperature, rather than gravitational potential or some other scalar. In the future then, I will write 'Scal-Bet', 'Scal-Cong', etc. for the
predicates, to emphasize that we're dcaling with an arbitrary scalar. (In an actual physical theory one might of course have more than one scalar; so there will be different families of betweenness and congruence predicates, one for cach such scalar. This could be indicated in the notation by a subscription the prefix 'Scal', but I won't bother to do so.) In order to distinguish our spatio-temporal betweenness predicate from the scalar-betweenness predicate(s), l'll write the former as st-Bct.

If we now introduce a joint axiom system JAS that includes the spatio-temporal primitives and the temperature (or other scalar) primitives together, both defined on the same domain (which we think of as the set of spacc-time points), and if we impose the appropriaic anionias for cach, than for any model of the combincd sjstem there is both a $1-1$ spatio-temporal function $\phi$ onto $\mathbb{R}^{4}$ and a scalarrepresentation function $\psi$ onto an interval, cach function unique up to (but only up to) the appropriate class of transformations. Now, physical laws governing a scalar like temperature or gravitational potential are often expressed as laws about a scalar function T mapping quadruples of real numbers into real numbers (the quadruples of reals in the domain representing space-time location and the numbers in the range representing temperatures or gravitational potentials or whatever). It should be clear that such a function T is precisely $\psi^{c} \phi^{-1}$ (sce Figure 2). This sughests that laws about $T$ (i.g. that it obeys suth and


Figure 2
such a differential cquation) could be restated as laus about the inferrelation of $\phi$ and $\psi$; and sintec $\phi$ and $\psi$ are generated by the basic predicates Scal-Bet, Scal-Cong, st-Bet, Simul, S-Cong, and perhaps Scal-Less, it is natural to suppose that the laurs about $T$ could be furrther restated in termes of these latter predicates alone. Of course, we can't hope to express all properties of T in terms of thesc five (or six) predicates: only those features of T that are invariant under both generalized Galicean transformations of the spatio-temporal coordinates and under linear (or positive lincar) transformations of the temperature scale could ever be so expressed. But that's alright, for it is only such invariant propertics of $T$ that are of any physical importance anyway. What we must hope, then, is that given some law (e.g. a differential equation) involving $T$, we can find some nominalistic formulation involving our five (or six) basic predicates that gives the full invariant content of the law. ${ }^{43}$
In the next chapter I will show that in many cases-and, 1 suspect, in all-it is indeed possible to do this. This will be the key to nominalizing Newton's theory of gravitation.

## Newtonian Gravitational Theory Nominalized

## A. Continuity

I will begin the illustration of the ideas of the paragraph before last by a simpler example than a differential equation. Suppose we want to say nominalistically that the scalar function T is a continuous function. In 'saying this nominalistically', we are not allowed to talk about T at all: $T$, after all, is a function, and hence not a nominalistically admissible entiry. The sentence CONT which we will use to 'say that $T$ is continuous' will in fact quantify only over space-time points and space-time regions, and will use only the basic predicates listed in the next to last paragraph of the preceding chapter. We will prove
(1) For any model of the joint axiom system Jas for spacc-time and the scalar quantity in question, and any representation functions $\phi$ and $\psi$ (for space-time and the scalar quantity, respectively), the new claim CONT is true in the model if and only if T (i.e. $\psi{ }^{\circ} \phi^{-1}$ ) is a continuous function.

This in effect will extend our representation theorem to the larger axiom system that includes the new continuity cham CONT. The
such a differential cquation) could be restated as laus about the inferrelation of $\phi$ and $\psi$; and sintec $\phi$ and $\psi$ are generated by the basic predicates Scal-Bet, Scal-Cong, st-Bet, Simul, S-Cong, and perhaps Scal-Less, it is natural to suppose that the laurs about $T$ could be furrther restated in termes of these latter predicates alone. Of course, we can't hope to express all properties of T in terms of thesc five (or six) predicates: only those features of T that are invariant under both generalized Galicean transformations of the spatio-temporal coordinates and under linear (or positive lincar) transformations of the temperature scale could ever be so expressed. But that's alright, for it is only such invariant propertics of $T$ that are of any physical importance anyway. What we must hope, then, is that given some law (e.g. a differential equation) involving $T$, we can find some nominalistic formulation involving our five (or six) basic predicates that gives the full invariant content of the law. ${ }^{43}$
In the next chapter I will show that in many cases-and, 1 suspect, in all-it is indeed possible to do this. This will be the key to nominalizing Newton's theory of gravitation.

## Newtonian Gravitational Theory Nominalized

## A. Continuity

I will begin the illustration of the ideas of the paragraph before last by a simpler example than a differential equation. Suppose we want to say nominalistically that the scalar function T is a continuous function. In 'saying this nominalistically', we are not allowed to talk about T at all: $T$, after all, is a function, and hence not a nominalistically admissible entiry. The sentence CONT which we will use to 'say that $T$ is continuous' will in fact quantify only over space-time points and space-time regions, and will use only the basic predicates listed in the next to last paragraph of the preceding chapter. We will prove
(1) For any model of the joint axiom system Jas for spacc-time and the scalar quantity in question, and any representation functions $\phi$ and $\psi$ (for space-time and the scalar quantity, respectively), the new claim CONT is true in the model if and only if T (i.e. $\psi{ }^{\circ} \phi^{-1}$ ) is a continuous function.

This in effect will extend our representation theorem to the larger axiom system that includes the new continuity cham CONT. The
uniqueness theorem will extend automatically, since the new continuity axiom will involve only the basic predicates used in the original axiom system.

Such a nominalistic continuity axiom is easy enough to find. (The following formulation of it quantifies over space-time regions. A formulation quantifying over space-time points only is possible too, but I will not bother to give it since regions appear to be needed later on anyway, and since as already remarked there doesn't seem to be much point in denying the existence of regions while admitting the existence of points.) First a preliminary definition: define $x \underset{s c a l}{ } y$ as $x$ Scal-Bet yy; intuitively it means that $x$ and $y$ have the same temperature, or the same gravitational potential, or the same value of whatever scalar quantity is in question. Now call a region R scalar-basic (or temperature-basic or gravitational-potential-basic, when we want to distinguish the scalar in question from other scalars that will occur in the theory) if and only if there are distinct points $x$ and $y$ such that either
(a) R contains preciscly those points $z$ such that $z$ Scal-Bet $x y$ and $\operatorname{not}(\underset{\text { scal }}{\approx} \approx x)$ and not $\underset{\text { scal }}{\approx} y)$ (cf. Figure $3(a))$; or
(b) R contains precisely those points $z$ such that $y$ Scal-Ber $x z$ and not $(\underset{\text { seal }}{\approx}$ y) (cf. Figure $3(b)$ ).
Scal
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In terms of a representation function $\psi$ for temperature, then, $\mathbf{R}$ is temperature-basic if and only if cither it consists of all points whose temperature is exclusively between $\psi(x)$ and $\psi(y)$, or it consists of all points whose temperature is greater than $\psi(y)$, or it consists of all points whose temperature is less than $\psi(y)$. (So the temperature-basic regions will correspond to the sets of space-time points that are
$\psi^{-1}$-images of basic open sets in the usual topology of the interval that is the range of $\psi .^{44}$ This correspondence will hold for any such representation function $\psi$.) We can similarly, using the notion of st-Bet, characterize the regions of space-time that are spatio-cemperally basic, i.e. that are mapped onto basic open sets of $\mathbb{R}^{4}$ (say, interiors of tetrahedrons in $\mathbb{R}^{4}$ ) by any spatio-temporal representation function $\phi$. We then 'say that $T$ (i.c. $\psi^{\circ} \phi^{-1}$ ) is continuous at $\phi(x)$ ' by saying that for any temperature-basic region that contains $x$, there is a spatiotemporally basic subregion that contains $x$; and we say that $T$ is continuous' by saying that this holds for every space-time point x. ${ }^{45}$ This claim CONT 'says that T is continuous' in the sense that for the claim, (1) holds. But in 'saying that T is continuous' we haven't mentioned any specific $\mathbf{T}$ (or any specific $\psi$ or $\phi$ ): doing that would not only violate nominalism, it would also involve a particular choice of coordinate system for space-time and a particular choice of scale for temperaturc. Nor have we 'quantificd over arbitrary choices', i.c. talked about all functions T that would result by making arbitrary choices of coordinate system and of scale in one or another way. Rather, we have specified the continuiry of temperature with respect to space-time in a completely intrinsic way, a way that never mentions spatio-temporal coordinates or temperature scales. In my view this fully intrinsic character of the method makes it very attractive even independently of nominalistic scruples.
The final thing to note about the treatment of the continuity of $T$ is that we made usc only of the affine properties of space-time, i.e. of the properties that depend only on the betweenness relation and not on the simultancity or spatial congruence relations. In most of the mathematical development to follow-c.g. in the nominalistic treatment of differentiation-the same will be truc. This is important, for it will mean that these developments can be carried over without any change at all to physical theories that do not postulate a Newtonian space-time but postulate some other space-time with a (flat, globally $\mathbb{R}^{4}$ ) affine structure instead; e.g., these developments will go over without alteration to the special theory of relativity. [Some of the other
mathemarical developments which do involve aspects of Newtonian space-time other than its affine properties-e.g. the treatment of gradients and Laplacians-will also go over to special relativity with very little change; and I believe that without too much trouble all the mathematical developments to follow could be gencralized to spacetime with a more general sort of affine structure than considered here (i.e. space-times which don't obey all the Szczerba-Tarski axioms and indeed which require a more complicated set of primitives), such as the space-time of general relativity. See the last paragraph of note $s 0$ ]. Analogously, the above treatment of continuity does not rely on the primitive 'Scal-Less', and again we will do without that predicate in our mathematical development, for the sake of gencrality, whenever possible. ${ }^{46}$

## B. Products and Ratios

Before dealing with differentiation proper, we must deal with the comparison of products or ratios. For instance, suppose we want to say nominalistically that the result of multipiying a certain pair of intervals is less than the result of multiplying a certain other pair of intervals. Obviously there is no hope of saying this nominalistically unless certain conditions on units are met. For instance, there is no hope of saying nominalistically that the result of multiplying two spatio-temporal intervals is less than the result of multiplying two temperature intervals, for the truth of such a statement would depend on the choice of a temperature scale and of spatio-temporal conrdinates, and in a nominalistic treatment (of the sort being proposed here) only invariant statements are possible. What we can hope to say is that the result of multiplying one spatio-temporal interval with one temperature interval is less than the result of multiplying another spatio-temporal interval with another temperature interval. At least, we can hope to say this if the two spatio-temporal intervals are themselves objectively comparable; and they will be (in any affine space) when both lic on the
same straight linc. ${ }^{47}$ What we want then is a nominalistic statement with eight free variables, which we may abbreviate suggestively as
(2) $\left|x_{1} x_{2} y_{1} y_{2}\right| \ll_{31}$, scoul $\left|u_{1} u_{2} v_{1} v_{2}\right|$,
such that for any choice of a spatio-temporal representation function $\phi$ and a scalar representation function $\psi$, we can prove the biconditional
(3) $\left|x_{1} x_{2} y_{1} y_{2}\right| \ll_{1, s c a n}\left|u_{1} u_{2} v_{1} v_{2}\right| \leftrightarrow x_{1}, x_{2}, u_{1}$, and $u_{2}$ lie on a single line and $d_{\phi}\left(x_{1}, x_{2}\right)\left|\psi\left(y_{1}\right)-\psi\left(y_{2}\right)\right|<d_{\phi}\left(u_{1}, u_{2}\right)\left|\psi\left(v_{1}\right)-\psi\left(v_{2}\right)\right|$.
Here $d_{\phi}$ is the spatio-temporal distance function

$$
\sqrt{\sum_{i=1}^{4}\left(\phi_{1}\left(x_{1}\right)-\phi_{i}\left(x_{2}\right)\right)^{2} .}
$$

Note that although $\dot{d}_{\phi}$ is highiy non-invariant under affine transformations of the spatio-temporal coordinate system, the right-hand side of (3) in which it appears is invariant under affine transformations; so this is one of those cases where we ought to expect that we won't need non-affinc-invariant notions in the definition of (2) (i.c., we ought to expect that we not only won't necd to use ' $d_{d}$ ' in the definition of (2), we won't need 'Simul' or 'S-Cong' either). Similarly, since the right-hand side of (3) is invariant under all linear transformations of the $\psi$-scale (not just the positive linear transformations), this is one of those cases where we should hope to do without use of the predicate 'Scal-Less' in the definition. So we want to be able to give a nominalistic definition of (2) that meets these additional constraints, and such that the biconditional (3) is provable. This task is easily carried out, if we allow ourselves sufficient logical machinery. First we define a spatiotemperally cqually spaced region (sec Figure 4) as a region R all of whose points lic on a single line, and such that for every point $x$ of $R$ which lies strictly st-between two points of $R$, there are points $y$ and $z$ of $R$ such that
(a) exactly one point of $R$ is strictly st-between $y$ and $z$, and this point is $x$; and
(b) xy P-Cong xz .
(P-congrucnce, i.c. congruence along parallel lines, is defined in note 36).


Figure 4

My definition allows equally spaced regions to be infinite as well as finite; however, it is really only the finite ones we need.

The notion of a region cqually spaced in tempcrature is analogous, except that st-betweenness is replaced throughout by temperaturebetweenness and P-congruence by temperature-congruence. (The requirement that all points of the region lie on a single line can be dropped; for the claim that results from this when temperaturebetweenness is substituted for st-betweenness in the definition of lying on a single line is vacuous, since the temperature-ordering is 1 dimensional). Given this, we can define (2) as follows (see Figure 5 ):
(4) $u_{1} \neq u_{2}$ and $v_{1} \underset{\text { scas }}{\approx} v_{2}$ and \{if $x_{1} \neq x_{2}$ and $y_{1} \underset{\text { scal }}{ } y_{2}$, then $\exists R_{s 1} \exists R_{\text {scol }}\left[R_{s 1}\right.$ is an st-equally-spaced region and $R_{s s a 1}$ is a scalar-cqually-spaced region; $x_{1}$ and $x_{2}$ arc in $R_{s 1}$ and $y_{1}$ and $y_{2}$ are in $R_{\text {scal }}$; there are $a, b$ in $R_{s 1}$ such that $u_{1}$ and $u_{2}$ are stbetween a and $b$, and there are $c, d$ in $R_{\text {scal }}$ such that $v_{1}$ and $v_{2}$ are Scal-between $c$ and $d$; there are just as many points of $R_{s 1}$ that are st-between $x_{1}$ and $x_{2}$ as there are points of $R_{\text {scat }}$ that are scal-between $v_{1}$ and $v_{2}$; and there are fewer points of $R_{\text {scal }}$ that are Seal-between $y_{1}$ and $y_{2}$ than there are points of $R_{81}$ that are st-between $u_{1}$ and $u_{2}$ ]\}.

All the notions in this definition are affine-invariant, and if we define (2) by (4) then it is routine ${ }^{48}$ to prove the required representation theorem (3). (The question may be raised whether our definition (4)


Figure 5
is genuincly nominalistic, due to the cardinality comparisons that occur in it; I defer this issue until Chaprer 9.)

We also need to definc a relation $\left|x_{1} x_{2} y_{1} y_{2}\right| \gg_{s, S \text { sa }}\left|u_{1} u_{2} v_{1} v_{2}\right|$ with a representation theorem like (3) but with ' $<$ ' replaced by ' $\rangle$ ', but obviously this can be done analogously. And given ' $<_{s t .5 c a l}$ and ' $>_{\text {si, Scal', }}$ ' $==_{\text {st, scail }}$ can be defined in terms of them in the obvious way.
Finally, I note for later use that the definition of one product being less than (or greater than, etc.) another can be straightforwardly generalized to the case where the products are of more than two factors. For instance, we can define by means quite analogous to (4) a formula
( $2^{\prime}$ ) $\left|x_{1} x_{2} y_{1} y_{2} z_{1} z_{2}\right| \ll_{s 1,3,5 c a}\left|u_{1} u_{2} v_{1} v_{2} w_{1} w_{2}\right|$,
for which we can prove that for any representation functions $\phi$ and $\psi$ for space-time and our scalar respectively, the bi-conditional
(3') $\left|x_{1} x_{2} y_{1} y_{2} z_{1} z_{2}\right| \ll_{1,31, s c a l}\left|u_{1} u_{2} v_{2} v_{2} w_{2} w_{2}\right|$ if and only if $x_{1}$, $x_{2}, u_{1}$, and $u_{2}$ all lic on a line, and $y_{1}, y_{2}, v_{1}$, and $v_{2}$ all lic on (the same or another) line, and

$$
\begin{aligned}
& d_{\phi}\left(x_{1}, x_{2}\right) d_{\phi}\left(y_{1}, y_{2}\right)\left|\psi\left(z_{1}\right)-\psi\left(z_{2}\right)\right| \\
&<d_{\phi}\left(u_{1}, u_{2}\right) d_{\phi}\left(v_{1}, v_{2}\right)\left|\psi\left(w_{1}\right)-\psi\left(w_{2}\right)\right|
\end{aligned}
$$

always holds. ${ }^{49}$

So far we've been talking of products of absolute values, but a more general kind of product comparison is also useful (even when we are dealing with unordered sealar felds). Platonistically, these new product comparisons are most easily made if we introduce a new kind of representation function. Suppose we are talking about points on a single line L. Our old coordinatization $\phi$ of space assigns points of $\mathbb{R}^{4}$ to points of $L$; let's introduce a new coordinatization $\phi_{L}$ that assigns real numbers to points of $L$, and that is 'compatible with' the old one $\phi$ in the same sense that for any points $x$ and $y$ on $L,\left|\phi_{L}(x)-\phi_{L}(y)\right|=$ $d_{\phi}(x, y)$. The choice of such a $\phi_{L}$ is to sume exicith arbitraty: it is arbitrary which point of $L$ is assigned $o$, and which direction along $L$ is the direction of increasing $\phi_{\mathfrak{L}}$ values. So our only interest in relations expressed using $\phi_{L}$ is in those relations that do not depend on these arbitrary choices (in addition to not depending on the arbitrary choice of a particular $\phi$ or $\psi$ ). One such relation is the following:
(s) $\left(\phi_{L}\left(x_{2}\right)-\phi_{L}\left(x_{1}\right)\right)\left(\psi\left(y_{2}\right)-\psi\left(y_{1}\right)\right)$
is exclusively between

$$
\begin{aligned}
& \left(\phi_{L}\left(s_{2}\right)-\phi_{L}\left(s_{1}\right)\right)\left(\psi\left(t_{2}\right)-\psi\left(t_{1}\right)\right) \\
& \text { and } \\
& \left(\phi_{L}\left(u_{2}\right)-\phi_{L}\left(u_{1}\right)\right)\left(\psi\left(v_{2}\right)-\psi\left(v_{1}\right)\right) .
\end{aligned}
$$

Here we are expressing not a comparison of products of absolute values of spatio-temporal intervals and scalar intervals, but a comparison of signed products of oriented spatio-temporal intervals and oriented scalar intervals. It is however a comparison that is invariant under choice of the orientations of $\psi$ and of $\phi_{L}$. What we now have to do is express this comparison nominalistically and without ever introducing arbitrary orientations.

More precisely, then, what we want to do is to nominalistically define a predicate
(6) $\left(x_{1} x_{2} y_{1} y_{2}\right) E-\operatorname{Bet}_{21, S c a l}\left(s_{1} s_{2} t_{1} t_{2}\right)\left(u_{1} u_{2} v_{1} v_{2}\right)$
for which we can prove a representation theorem that says that ( 6 ) holds if and only if the points $x_{1}, x_{2}, s_{1}, s_{2}, u_{1}$ and $u_{2}$ all lie on a single line $L$, and for any representation functions $\phi$ and $\psi$ and any coordinatization $\phi_{\mathrm{L}}$ of L compatible with $\phi,(s)$ holds.

To definc (6) it is uscful to first define two other notions: first, $x_{1} x_{2} \operatorname{Pos}-\operatorname{Par}_{u_{1}} u_{2}$, meaning intuitively that the line-segment from $x_{1}$ to $x_{2}$ is parallel to and peinting in the same direction as the linesegment from $u_{1}$ to $u_{2}$ (with $x_{1} \neq x_{2}$ and $u_{1} \neq u_{2}$ ); second, $y_{1} y_{2}$ PosOrient $v_{1} v_{2}$, meaning intuitively that $\psi\left(y_{2}\right)-\psi\left(y_{1}\right)$ and $\psi\left(v_{2}\right)-\psi\left(v_{1}\right)$ are non-zero and have the same sign. Both these relations are easy to define nominalistically (and we don't need 'Scal-Less' to define the latter). Given these relations, one can define an cight-place relation $x_{1} x_{2} y_{1} y_{2}$ Samc-Sign $u_{1} u_{2} v_{1} v_{2}$ as:

> Either $x_{1} x_{2}$ Pos-Par $u_{1} u_{2}$ and $y_{1} y_{2}$ Pos-Orient $v_{1} v_{2}$, or
> $x_{1} x_{2}$ Pos-Par $u_{2} u_{1}$ and $y_{1} y_{2}$ Pos-Orient $v_{2} v_{1}$.

In the case when $x_{1}, x_{2}, u_{1}$, and $u_{2}$ lic on a single line $L$, this relation will hold if and only if $\left(\phi_{L}\left(x_{2}\right)-\phi_{L}\left(x_{1}\right)\right)\left(\psi\left(y_{2}\right)-\psi\left(y_{1}\right)\right)$ and $\left(\phi_{L}\left(u_{2}\right)-\right.$ $\left.\phi_{L}\left(u_{1}\right)\right)\left(\psi\left(v_{2}\right)-\psi\left(v_{1}\right)\right)$ are non-zero and have the same sign. We also define $\quad x_{1} x_{2} y_{1} y_{2}$ Opp-Sign $u_{1} u_{2} v_{1} v_{2}$ as $x_{1} x_{2} y_{1} y_{2}$ Same-Sign $u_{2} u_{1} v_{1} v_{2}$. Onc can now define ( 6 ) in terms of the simpler kind of product comparison in the preceding section, as follows:
$x_{1}, x_{2}, u_{1}, u_{2}, s_{1}$, and $s_{2}$ all lie on a single line; and if $x_{1}=x_{2}$ or $y_{1} \approx y_{s c a l}$ then $s_{1} s_{2} t_{1} t_{2}$ Opp-Sign $u_{1} u_{2} v_{1} v_{2}$; and if $x_{1} \neq x_{2}$ and
$y_{1} \neq y_{2}$ then one of the following three conditions holds:
(a) $s_{1} s_{2} t_{1} t_{2}$ Same-Sign $x_{1} x_{2} y_{1} y_{2}$ and $u_{1} u_{2} t_{1} t_{2}$ Same-Sign $x_{1} x_{2} y_{1} y_{2}$ and cither $\left|s_{1} s_{2} t_{1} t_{2}\right| \ll_{31, \text { scal }}\left|x_{1} x_{2} y_{1} y_{2}\right| \ll_{51, \text { seal }}$ $\left|u_{1} u_{2} v_{1} v_{2}\right|$ or $\left|u_{1} u_{2} v_{1} v_{2}\right| \ll_{s 1, s c a l}\left|x_{1} x_{2} y_{1} y_{2}\right| \ll_{31, s c a l}\left|s_{1} s_{2} t_{1} t_{2}\right| ;$
(b) $s_{1} s_{2} t_{1} t_{2}$ Same-Sign $x_{1} x_{2} y_{2} y_{2}$ and not ( $u_{1} u_{2} t_{1} t_{2}$ Same$\left.\operatorname{Sign} x_{1} x_{2} y_{1} y_{2}\right)$ and $\left|x_{1} x_{2} y_{1} y_{2}\right| \ll_{1, \text { scal }}\left|s_{1} s_{2} t_{1} t_{2}\right| ;$
(c) not $\left(s_{1} s_{2} t_{1} t_{2}\right.$ Same-Sign $\left.x_{1} x_{2} y_{1} y_{2}\right)$ and $u_{1} u_{2} t_{1} t_{2}$ Same-Sign $x_{1} x_{2} y_{1} y_{2}$ and $\left|x_{1} x_{2} y_{1} y_{2}\right| \ll_{31, S c a l}\left|u_{1} u_{2} v_{1} v_{2}\right|$.

The desired representation theorem connecting (6) so defined with ( 5 ) is now easily provable.
(6) shows how to define one signed product being between two others. One can similarly define what it is for one signed product to equal another signed product. Finally, one can extend this result to signed products of three or more factors: e.g. in analogy to ( $2^{\prime}$ ) and $\left(3^{\prime}\right)$ at the very end of the previous section, we can define a formula

$$
\left(x_{1} x_{2} y_{1} y_{2} z_{1} z_{2}\right)={ }_{\text {si,st, Seal }}\left(u_{1} u_{2} v_{1} v_{2} w_{2} w_{2}\right)
$$

which holds if and only if $x_{1}, x_{2}, u_{1}$, and $u_{2}$ arc all on a line $L$, and $y_{1}, y_{2}, v_{1}$, and $v_{2}$ are all on a line $L^{\prime}$, and

$$
\begin{aligned}
& \left(\phi_{L}\left(x_{2}\right)-\phi_{L}\left(x_{1}\right)\right\rangle\left(\phi_{L} \cdot\left(y_{2}\right)-\phi_{L}\left(v_{1}\right)\right)\left(\psi\left(z_{2}\right)-\psi\left(z_{1}\right)\right) \\
& =\left(\phi_{L}\left(u_{2}\right)-\phi_{L}\left(u_{1}\right)\right)\left(\phi_{L} \cdot\left(v_{2}\right)-\phi_{L} \cdot\left(v_{1}\right)\right)\left(\psi\left(w_{2}\right)-\psi\left(w_{1}\right)\right) .
\end{aligned}
$$

## D. Derivatives

Now that such product comparisons are at hand, we can deal with the differentiability propertics of our scalar function $T\left(=\psi^{\circ} \phi^{-1}\right)$. Suppose for instance that we want to say something about the existence of the partial derivatives of $T$ at a given point, and the values of these partial derivatives there. We can't actually say that the partial derivatives have certain values, for this is not an invariant statement: it depend on the directions of the spatial and temporal axes, and the seale units for space, time, and temperature. So the first step is to find a way of stating the invariant content of the claim that the partial derivatives have such and such values. The secret is to ask not about the palues of the partial derivatives, but for conuparisons of the directional derivatives with the temperature intervals. That is, the statement
(7) the directional derivative of $T\left(=\psi^{\circ} \phi^{-1}\right)$ with respect to the vector $\phi\left(\mathrm{a}_{2}\right)-\phi\left(\mathrm{a}_{1}\right)$ exists at $\phi(\mathrm{x})$ and has a value there equal to $\psi\left(b_{2}\right)-\psi\left(b_{1}\right)$
is invariant under gencralized Galilean (in fact, affinc) transformations of $\phi$ and under lincar transformations of $\psi$, so it is suitable as the righthand side of a representation theorem; let us then ry to 'say it nominalistically', i.c. find a statement that can be left-hand side of the representation theorem.
There is one rather amnoying complication in giving a nominalistic definition' of ( 7 ), and that is that we may have inconveniently chosen a point $b_{2}$ which has either the highest or the lowest temperature of any point in the universe. So that we can save this complication for the end, let $\left(7^{*}\right)$ be the conjunction of $(7)$ with the assertion that $\exists c \exists d$ ( $b_{2}$ is strictly Scal-between $c$ and d); we first give a 'nominalistic definition' of $\left(7^{*}\right)$, and then show how it cam be uscd to obiain a 'nominalistic definition' of ( 7 ).

The idea of the nominalistic definition of ( $7^{*}$ ) is as follows. Take any two points $c$ and $d$, on opposite sides of $b_{2}$ but as close to $b_{2}$ as one likes. Then ( $7^{*}$ ) says that there should be points $y$ and $z$ on opposite sides of $x$ on a line $L$ through $x$ that is parallel to the line through $a_{1}$ and $\mathrm{a}_{2}$, such that if you choose representation functions $\phi$ and $\psi$ and a coordinate function $\phi_{L}$ for L that is compatible with $\phi$, then for all poines $t$ on $L$ other than $x$ that are between $y$ and $z$,

$$
\frac{\psi(t)-\psi(x)}{\phi_{L}(t)-\phi_{L}(x)}\left(\phi_{L}\left(a_{2}\right)-\phi_{L}\left(a_{1}\right)\right)
$$

is exclusively between $\psi(c)-\psi\left(b_{1}\right)$ and $\psi(d)-\psi\left(b_{1}\right)$, i.e. is within a small amount of $\psi\left(\mathrm{b}_{2}\right)-\psi\left(\mathrm{b}_{1}\right)$. This is clearly what the usual platonistic explanation of ( $7^{*}$ ) amounts to.
Puting this morc formaily, and mascring both a clausc to cover the case where $a_{1}=a_{2}$ (which was implicitly excluded in giving the intuitive idea) and a clause asserting our temporary assumption about the non-extremality of $b_{2}$, we get
(8*) $\exists c \exists d\left(b_{2}\right.$ is strictly Scal-between $c$ and $\left.d\right)$, and if $a_{1}=a_{2}$ then $b_{1} \approx b_{\text {scal }}$, and if $a_{1} \neq a_{2}$ then: scal
$\forall c \forall d$ (if $b_{2}$ is strictly Scal-between $c$ and $d$ then there are
points $y$ and $z$ such that $y z \operatorname{Par} a_{1} a_{2}$ and $x$ is strictly stbetween $y$ and $z$, and for all points $t$ other than $x$ that are
 ( $x+b_{1} \mathrm{~d}$ ).
(yz Par $\mathrm{a}_{1} \mathrm{a}_{2}$ means that the line segment $\overline{\mathrm{yz}}$ is parallel to $\overline{\mathrm{a}_{1} \mathrm{a}_{2}}$ with $y \neq z$ and $a_{1} \neq a_{2}$. It is defined in terms of st-Bet in note 36 ). The previous paragraph should make it clear that ( $8^{*}$ ) is an adequate nominalistic definition of $\left(7^{*}\right)$ : that is, it should be clcar that it is platonistically provable that for any model of the joint axiom system and any representation functions $\phi$ and $\psi,\left(8^{*}\right)$ holds in the model if and only if $\left(7^{*}\right)$ is true.

What then are we to do if we want to nominaiistically define not ( $7^{*}$ ) but ( 7 )? One possibility is to recall that by cutting the size of a vector in half you cut the directional derivative with respect to that vector in half, so that if $a_{3}$ is on the line from $a_{1}$ to $a_{2}$ and halfway between them, and if $b_{3}$ is midway in temperature between $b_{1}$ and $b_{2}$, then the directional derivative with respect to $\phi\left(\mathrm{a}_{2}\right)-\phi\left(\mathrm{a}_{1}\right)$ will equal $\psi\left(b_{2}\right)-\psi\left(b_{1}\right)$ if and only if the dircctional derivative with respect to $\phi\left(a_{3}\right)-\phi\left(a_{1}\right)$ equals $\psi\left(b_{3}\right)-\psi\left(b_{1}\right)$. And what follows the if and only if' is explicated nominalistically by ( $8^{*}$ ), for the point $b_{3}$ is guaranteed to be strictly Scal-between two other points, namely $b_{1}$ and $b_{2}$. At least, this is guaranteed when $b_{1} \not \approx b_{2}$; taking account Scal
of the possibility that $b_{1} \approx b_{2}$ as well, the above remarks give us the nominalistic definition of ( 7 ):
(8) Either $b_{1} \approx b_{2}$ and $\exists b\left\{\left(8^{*}\right)\right.$ with $b_{1}$ and $b_{2}$ replaced by $\left.b\right\}$, or $b_{1} \neq b_{\text {seal }} \underset{2}{\text { scal }}$ and $\exists a_{3} \exists b_{3} \mid a_{3}$ st-Bct $a_{1} a_{2}$ and $a_{1} a_{3} P$-Cong $a_{3} a_{2}$ and $b_{1} b_{3}$ Scal-Cong $b_{3} b_{2}$ and $\left\{\left(8^{*}\right)\right.$ with $b_{2}$ replaced by $\left.\left.b_{3}\right\}\right\}$.
( P -Cong is defined in note 36 .) This is an adequate nominalistic definition of (7). Let us abbreviate it as $\mathrm{D}\left(\mathrm{x}, \mathrm{a}_{1}, \mathrm{a}_{2}, \mathrm{~b}_{1}, \mathrm{~b}_{2}\right)$.
The reader may object that a nominalistic definition of (7) isn't enough: for since the range of our scalar may not exhaust the real
numbers, it may happen that the directional derivative of $T$ with respect to $\phi\left(\mathrm{a}_{2}\right)-\phi\left(\mathrm{a}_{1}\right)$ exists at $\phi(x)$ but is too big to be represented in the form $\psi\left(b_{2}\right)-\psi\left(b_{1}\right)$. Actually, however, this causes no problem. For the directional derivative with respect to a vector exists at a point if and only if the directional derivative with respect to a shortened vector pointing in the same direction. exists at that point; and by shortening sufficiently, much, we can always get the value of the directional derivative to be as small as some actual temperaturcdifference. So, to say that the directional derivative with respect to $\phi\left(\mathrm{a}_{2}\right)-\phi\left(\mathrm{a}_{1}\right)$ exists at $\phi(x)$, we need mercly say that $\exists \mathrm{a}_{2}^{\prime} \exists \mathrm{c} \exists \mathrm{d}\left[\mathrm{a}_{2}^{\prime}\right.$ st-Bet $a_{1} a_{2}$ and (if $a_{2} \neq a_{1}$ then $\left.a_{2}^{\prime} \neq a_{1}\right)$ and $\left.D\left(x, a_{1}, a_{2}^{\prime}, c, d\right)\right]$. This doesn't enable us to equate the value of the directional derivative with respect to $\phi\left(\mathrm{a}_{2}\right)-\phi\left(\mathrm{a}_{1}\right)$ to any actual temperature difference, but we never need to do that: we can always make do with stating the value of the directional derivative with respect to some smaller parallel vector, $\phi\left(\mathrm{a}_{2}^{\prime}\right)-\phi\left(\mathrm{a}_{1}\right)$, since cutting the size of the vector by some fraction always cuts the size of the directional derivative by the same fraction.
We can not only express the existence of the partial derivatives of T at a point $\phi(x)$, but we can also express the differentiability of T at $\phi(\mathrm{x})$ (i.c. the existence of a linear transformation that approximates T at $\phi(x))$ : the intuitive idea is that $T$ is differentiable at $\phi(x)$ if and only if
(a) for each $a_{1}$ and $a_{2}$, the directional derivative of $T$ with respect to $\phi\left(\mathrm{a}_{2}\right)-\phi\left(\mathrm{a}_{1}\right)$ exists at $\phi(\mathrm{x})$;
(b) for cach $a_{1}, a_{2}, a_{3}, a_{4}$ that form a parallclogram with $a_{3}$ opposite $a_{1}$, and such that $a_{2}, a_{3}$, and $a_{4}$ are all close enough to $a_{1}$ so that the values of the directional derivatives of $T$ with respect to $\phi\left(a_{2}\right)-\phi\left(a_{1}\right), \phi\left(a_{3}\right)-\phi\left(a_{1}\right)$, and $\phi\left(a_{4}\right)-\phi\left(a_{1}\right)$ are all within the range of the temperature scale: the directional derivative with respect to $\phi\left(\mathrm{a}_{3}\right)-\phi\left(\mathrm{a}_{1}\right)$ is the sum of the directional derivatives with respect to $\phi\left(\mathrm{a}_{2}\right)-\phi\left(\mathrm{a}_{1}\right)$ and $\phi\left(\mathrm{a}_{4}\right)-\phi\left(\mathrm{a}_{1}\right)$.
It should be clear how to express this nominalistically given what has already been said.

Second derivatives of scalar fields are also no difficulty: we merely need to express the result of taking a first derivative, by means of betweenness and congruence predicates, and apply the whole process again. (And we can reiterate still further to get third and higher derivatives). More specifically, suppose we $\operatorname{define} \operatorname{D-Bet}\left(\mathrm{a}_{2}, \mathrm{a}_{2}\right.$; $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ) as:

$$
\begin{aligned}
& \exists a_{2}^{\prime}, b, c, d, e\left[a_{2}^{\prime} \text { st-Bet } a_{1} a_{2} \wedge\left(a_{2} \neq a_{1} \rightarrow a_{2}^{\prime} \neq a_{1}\right) \wedge D\left(x, a_{1}, a_{2}^{\prime}, b, c\right) \wedge\right. \\
& D\left(y, a_{1}, a_{2}^{\prime}, b, d\right) \wedge D\left(z, a_{1}, a_{2}^{\prime}, b, c\right) \wedge c \text { Scal-Bct de]; }
\end{aligned}
$$

this says that the directional derivative of $T$ with respect to $\phi\left(z_{2}\right)-$ $\phi\left(\mathrm{a}_{1}\right)$ at $\phi(\mathrm{x})$ is between the directional derivatives with respect to the same vector at $\phi(y)$ and $\phi(z)$. ( $a_{2}^{\prime}$ is invoked to avoid the difficulties raised in the next to last paragraph of the preceding scction.) Suppose we also define D-Cong $\left(a_{1}, a_{2} ; x, y, z, w\right)$ as:

$$
\begin{aligned}
& \exists a_{2}^{\prime}, b, c, d, c, f\left[a_{2}^{\prime} \text { st-Bet } a_{1} a_{2} \wedge\left(a_{2} \neq a_{1} \rightarrow a_{2}^{\prime} \neq a_{1}\right) \wedge D\left(x, a_{1}, a_{2}^{\prime}, b, c\right) \wedge\right. \\
& D\left(y, a_{1}, a_{2}^{\prime}, d, c\right) \wedge\left\{\left(D\left(w, a_{1}, a_{2}^{\prime}, b, c\right) \wedge D\left(z, a_{1}, a_{2}^{\prime}, d, c\right)\right) \vee\right. \\
& \left.\left(D\left(w, a_{1}, a_{2}^{\prime}, c, b\right) \wedge D\left(z, a_{1}, a_{2}^{\prime}, c, d\right)\right\}\right]
\end{aligned}
$$

this says (see Figure 6 ) that if we take the directional derivative of $T$ with respect to $\phi\left(a_{2}\right)-\phi\left(a_{1}\right)$ at $x, y, z$, and $w$, the absolute value of the difference between this derivative at $x$ and at $y$ equals the absolute value of the difference between the derivatives at $z$ and at $w$.
Finally, if the original system was an ordered scalar field, we can define D-Less ( $a_{1}, a_{2} ; x, y$ ) as:

$$
\begin{aligned}
& \exists a_{2}^{\prime}, b, c, d\left[a_{2}^{\prime} s t-B c t a_{1}, a_{2} \wedge\left(a_{2} \neq a_{1} \rightarrow a_{2}^{\prime} \neq a_{1}\right) \wedge D\left(x, a_{1}, a_{2}^{\prime}, b, c\right) \wedge\right. \\
& D\left(y, a_{1}, a_{2}^{\prime}, b, d\right) \wedge c \text { Scal-Less d]. }
\end{aligned}
$$

Then for any fixed $a_{1}$ and $a_{2}$ the predicates D-Cong ( $\left.a_{1}, a_{2} ; x, y, z, w\right)$ and D-Bet $\left(a_{1}, a_{2} ; x, y, z\right)$ satisfy the axiom system for an unordered scalar field; and if the original system was an ordered scalar field, then D-Cong, D-Bet, and D-Less obey the axiom system for an ordered
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scalar ficld. Consequently, we can think of these predicates as representing (for fixed $a_{1}$ and $a_{2}$ ) a scalar function, and differentiate with respect to a new vector $\phi\left(\mathrm{a}_{4}\right)-\phi\left(\mathrm{a}_{3}\right)$ as before. In doing so we get a new formula $E\left(x, a_{1}, a_{2}, a_{3}, a_{4}, y, z\right)$, with the representation theorem that (for any representation functions $\phi$ and $\psi$ ) this holds if and only if the second directional derivative of $\psi \circ \phi^{-1}$ with respect to $\phi\left(a_{2}\right)-\phi\left(a_{1}\right)$ and $\phi\left(\mathrm{a}_{4}\right)-\phi\left(\mathrm{a}_{3}\right)$ in that order exists at $\phi(x)$ and has a value there equal to that of the first directional derivative of $\psi^{*} \phi^{-1}$ with respect to $\phi\left(a_{2}\right)-\phi\left(a_{1}\right)$ at $z$ minus the same first directional derivative at $y$. Then the claim

$$
\exists y, z, c\left[E\left(x, a_{1}, a_{2}, a_{3}, a_{4}, y, z\right) \wedge D\left(y, a_{1}, a_{2}, c, b_{1}\right) \wedge D\left(z, a_{1}, a_{2}, c, b_{2}\right)\right]
$$

is sufficicnt for the second directional derivative with respect to $\phi\left(\mathrm{a}_{2}\right)-\phi\left(\mathrm{a}_{2}\right)$ and $\phi\left(\mathrm{a}_{4}\right)-\phi\left(\mathrm{a}_{3}\right)$ in that order to cxist at $\phi(x)$ and have a value there cqual to $\psi\left(\mathrm{b}_{2}\right)-\psi\left(\mathrm{b}_{1}\right)$. Though sufficient, it isn't quite necessary, because of the fact that the range of the first derivative might not be big enough; but again it is a boring excreise to use lincarity of derivatives to provide an emendation that is necessary and sufficicnt. Call this emended version $D^{(2)}\left(x, a_{1}, a_{2}, a_{3}, a_{4}, b_{1}, b_{2}\right)$. This is
the desired formula for second directional derivatives; we can also express the existence of the sccond derivative as a bilinear operator (which will entail that we don't have to worry about the order of the vectors $\phi\left(\mathrm{a}_{2}\right)-\phi\left(\mathrm{a}_{1}\right)$ and $\phi\left(\mathrm{a}_{4}\right)-\phi\left(\mathrm{a}_{3}\right)$ in taking second directional derivatives) by the same method used to get the first derivative as a linear operator. ${ }^{50}$

## F. Laplaceans

If we now particularize the discussion from arbitrary affine 4dimensional space-times to the Newtonian space-time considered earlier, we can make statements about the Laplacean of a given scalar field. For example, we can say that the Laplacean at a point $x$ exists and is zero: to say this is to say that the field is twice differentiable at $x$ and (sec Figure 7 ) that there is an st-basic region $R$ containing $x$ such that ${ }^{51}$ for all $a, b, c$ in $R$ that are simultancous to $x$, if $\overline{x a}, \overline{x b}$, and $\overline{\mathrm{x}}$ all have the same length and are pairwise orthogonal, then there are points $d, c$, and $f$ such that: the second directional derivative with respect to $\phi(\mathrm{a})-\phi(\mathrm{x})$ taken twise (i.e. with respect to $\phi(\mathrm{a})-\phi(\mathrm{x})$ and $\phi(\mathrm{a})-\phi(\mathrm{x}))$ is equal to $\psi(\mathrm{c})-\psi(\mathrm{d})$; the sccond directional derivative with respect to $\phi(b)-\phi(x)$ taken twice is equal to $\psi(f)-$ $\psi(e)$; and the second directional derivative with respect to $\phi(c)-$ $\varphi(x)$ taken twice is equal to $\psi(\mathrm{d})-\psi(\mathrm{f})$. (Orthogonality for purely spatial vectors, i.c. vectors whose endpoints are simultancous, is definable in terms of the spatial congruence relation.)
This explains the claim that the Laplacean is zero in ecrms of other claims that we have already seen how to express nominalistically (and without appeal to any non-invariant notions).

We can also say that the ratio ${ }^{32}$ of the Laplacean at $x$ to the Laplacean at $x^{\prime}$ is equal to the ratio of the difference in scalar values between $p$ and $q$ to the difference in scalar valucs between $p^{\prime}$ and $q^{\prime}$ : we simply say (cf. Figure 8) that there are $a, b, c$ simultancous to $x$ and $a^{\prime}, b^{\prime}$, and $c^{\prime}$ simultancous to $x^{\prime}$ such that $\overline{x a}, \overline{x b}, \overline{x c}, \overline{x^{\prime} a^{\prime}}, \overline{x^{\prime} b^{\prime}}$, and $\overline{x^{\prime} c^{\prime}}$ all have
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the same length, and that the first three are pairwise orthogonal and the last three are too, and such that for some $t, u, t^{\prime}, u^{\prime}$ :
(a) the second directional derivative at $x$ with respect to $\phi(a)$ $\phi(x)$ taken twice is $\psi(\mathrm{t})-\psi(\mathrm{q})$; with respect to $\phi(\mathrm{b})-\phi(\mathrm{x})$ taken twice is $\psi(\mathrm{u})-\psi(\mathrm{t})$; and with respect to $\phi(\mathrm{c})-\phi(\mathrm{x})$ taken wise is $\psi(p)-\psi(u)$;
(b) the same as (a) but using primed points ( $a^{\prime}, x^{\prime}, t^{\prime}, p^{\prime}$, etc.).
(Again I have stated this in a platonistic way, using $\phi, \psi$, etc.; but I have used these platonistic devices only in contexts that we have already sen how to nomm! !ize.)
Finally, if we are dealing with an ordered scalar field, then we can say that the Laplacean has a value less than or equal to zero at $x$, by an obvious modification of how we said that it had value zero at $x$.
We can also make slighty more complicated invariant statements about the Laplacean nominalistically and without appeal to noninvariant entitics, but the three statements described above will suffice for Newtonian gravitational theory.

G. Poisson's Equation

By the Newtonian theory of gravitation I mean the theory of motion for an arbitrary particle, assuming that the only forces acting on the particle are gravitational forces. Given the space-time framework, which I have already shown how to handle nominalistically, the Newtonian theory of gravitation can be stated in two laws: a field cquation governing a certain scalar feeld (the gravitational porential), and an equation of motion. The field equation is Poisson's equation, which says that at any point the Laplacean of the gravitational potential is proportional to the mass-density at that point, the proportionality constant being negative. (The absolute value of the proportionality constant has no invariant significance within this theory: to give it significance you have to impose independent constraints on the mass scale and on the scales of other quantities).

For the moment let's forget about the requirement that the proportionality constant be negative, and require only that it be non-zero. Then the ficld equation can be restated as the conjunction of two claims:
(9a) at any point the Laplacean of the gravitational potential is zero if and only if the mass density at that point is zero;
(9b) at any two points at which the mass density is not zero, the ratio of the Laplaceans of the gravitational potential is equal to the ratio of the mass-densities.

Obviously the preceding discussion gives us most of the machinery required for saying this. All that is missing is that I haven't yet talked about the proper way to treat mass-density. Mass-density is a scalar field of a rather special sort: a symptom of the special nature of this field is that its scale is 'less arbitrary' than the scale for gravitational potential, i.c. it is a ratio scale (or a $\log$-interval scale) ${ }^{53}$ rather than an interval scale. The special nature of the scale means that a proper axiomatization of mass-density would involve a more complicated set of primitives and axioms than the ones suggested above for scalar fields generally. Nonetheless, the primitive used above for ordered scalar fields would be included among or definable from the primitives used in the more complicated treatment, and the axioms alluded to above for ordered scalar fields would be included among or derivabie from the axioms in the more complicated treatment. Another thing definable from the primitives is the notion of having a mass-density of zero; and if we assume that there are points of mass-density zero, we can avoid having to consider the details of the proper treatment of the massdensity scale in nominalizing Poisson's equation. For then we can express the density ratio between points $x$ and $y$ as a ratio between the density differences $\rho(x)-\rho(z)$ and $\rho(y)-\rho(z)$, where $z$ is a point at which the mass-density is zero; and we can compare ratios of density differences with ratios of differences in gravitational potentials, by the device used earlier to compare the latter ratio with ratios of oriented
spatio-temporal intervals on a line in Section C of this chapter. Since our invariant treatment of the Laplacean gives us a way to compare ratios of Laplaceans of the gravitational porential with ratios of differences of gravitational potential, we can put these things together to compare ratios of Laplaccans to ratios of densitics. That is, roughly (i.e. ignoring complications arising from the possible finiteness of the gravitational potential scale, which we know by now how to handle), (9b) is equivalent to:
for any points $x$ and $x^{\prime}$ and any point $z$ at which the mass density is zero and any points $p, q, p^{\prime}$, and $q^{\prime}$ :

$$
\frac{\rho(x)-\rho(z)}{\rho\left(x^{\prime}\right)-\rho(z)}=\frac{\psi(q)-\psi(\rho)}{\psi\left(q^{\prime}\right)-\psi\left(p^{\prime}\right)}
$$

if and only if
$\frac{\text { the Laplacean of } \psi \circ \phi^{-1} \text { at } x}{\text { the Laplacean of } \psi \circ \phi^{-1} \text { at } x^{\prime}}=\frac{\psi(\mathrm{q})-\psi(\mathrm{p})}{\psi\left(\mathrm{q}^{\prime}\right)-\psi\left(\mathrm{p}^{\prime}\right)}$,
and all the notions appearing in this are ones we have previously seen how to define nominalistically. The appeal to points at which the density is zero in this treatment is a bit inclegant, but it can be avoided on a fuller treatment that takes more seriously the fact that density has a ratio (or more accurately, log-interval) scale. ${ }^{54}$
The only thing that remains to be done in treating Poisson's equation is to express the fact that the proportionality constant in the equation is negative. Here for the first time we must use the primitive 'ScalLess', for Poisson's equation is not invariant under reversal of signs of the gravitational potential: a world in which Poisson's equation held with a positive proportionality constant would be a world where objects had more gravitational potential energy at the surface of the earth than on a mountain top. It is clear, however, that the fact that the constant is negative amounts merely to the fact that
(9c) the Laplacean of the gravitational potential is always less than or equal to zero,
and we've already seen how to express this. So the nominalization of Poisson's equation is complete.

## H. Inner Products

It now remains only to give nominalistically the law of motion for Newtonian gravitational theory: this says that the acceleration of a point-particle subject only to gravitational forces is at each point on the particle's trajectory equal to the gradient of the gravitational potential at that point. ${ }^{55}$ The invariant content of this law is exhausted by the claim that the gradient is froportional to the acceleration, with a positive proportionaliry constant that is the same for all trajectories. (it is usual to usc a proportionality constant of j , but this simply reflects an arbitrary choice of scale for the gravitational potential, relative to scales for spatial distance and for time.)

To state the law nominalistically, we first need to be able to compare ratios of inner products of purely spatial vectors with ratios of scalar differences (where a purely spatial vector is one whose endpoints are simultancous). But doing this is easy, given what we've done so far: first, given four simultancous points $x_{1}, x_{2}, y_{1}$, and $y_{2}$ (cf. Figure $9(a)$ ) let $z_{1}$ be chosen so that $\overrightarrow{x_{1} z_{1}}$ is parallel to, points in the same direction as, and has the same length as $\overrightarrow{y_{1} y_{2}}$, and let $z_{2}$ be the point at which the perpendicular to the line $x_{1} x_{2}$ through $z_{1}$ meets $x_{1} x_{2}$. (If $x_{1}=x_{2}$, so that 'the line $x_{1} x_{2}$ ' isn't unique, it won't matter where you take $z_{2}$.) All this is nominalistically deseribable, of course. If $z_{2}$ is $x_{1}$ or $x_{2}$ is $x_{1}$, the inner product of $\overrightarrow{x_{1} x_{2}}$ and $\overrightarrow{y_{1} y_{2}}$ is zero; if $x_{1}$ is strictly between $x_{2}$ and $z_{2}$, the inner product is negative; otherwise, the inner product is positive. Similarly, given simultancous points $x_{1}^{\prime}$, $x_{2}^{\prime}, y_{1}^{\prime}$, and $y_{2}^{\prime}$, we can construct $z_{2}^{\prime}$ in a similar way, and again its location determines the sign of the inner product.
So much for the signs of the inner products $\overrightarrow{x_{1} x_{2}} \cdot \overrightarrow{y_{1} y_{2}}$ and $\overrightarrow{x_{1}^{\prime} x_{2}^{\prime} \cdot y_{1}^{\prime} y_{2}^{\prime}}$; now how about about their magnitudes? Intuitively, the
ratio of the magnitudes of the absolute values of these inner products is equal to the length of $\overline{x_{1} x_{2}}$ times the length of $\overline{x_{1} z_{2}}$ divided by the length of $\overline{x_{1}^{\prime} x_{2}^{\prime}}$ times the length of $\overline{x_{1}^{\prime} z_{2}^{\prime}}$. But this intuitive idea has to be put nominalistically. To do so, we first make a copy of the triple $\left\langle x_{1}^{\prime}, x_{2}^{\prime}, z_{2}^{\prime}\right\rangle$ on the line through $x_{1}, x_{2}$, and $z_{2}$ (see Figure $\left.9(b)\right)$ : let $x_{1}^{\prime \prime}, x_{2}^{\prime \prime}$, and $z_{2}^{\prime \prime}$ be on the same line as $x_{1}, x_{2}$, and $z_{2}$, with $x_{1}^{\prime \prime} x_{2}^{\prime \prime}$ S-Cong $x_{1}^{\prime} x_{2}^{\prime}$ and $x_{1}^{\prime \prime} z_{2}^{\prime \prime} S$-Cong $x_{1}^{\prime} z_{2}^{\prime}$ and $x_{2}^{\prime \prime} z_{2}^{\prime \prime}$ S-Cong $x_{2}^{\prime} z_{2}^{\prime}$. (Spatial congruence makes sense in this context, since $x_{1}^{\prime}, x_{2}^{\prime}$, and $z_{2}^{\prime}$ are all simultaneous and so are $x_{1}^{\prime \prime}, x_{2}^{\prime \prime}$, and $z_{2}^{\prime \prime}$.) Now suppose $u_{1}, u_{2}, u_{1}^{\prime}$, and $u_{2}^{\prime}$ are four further points (not necessarily simultaneous) at which we are interested in a scalar property like gravitational potential. Then to say that

$$
\frac{\overrightarrow{x_{1} x_{2}} \cdot \overrightarrow{y_{1} y_{2}}}{\overrightarrow{x_{1}^{\prime} x_{2}^{\prime}} \cdot \overrightarrow{y_{1}^{\prime} y_{2}^{\prime}}}=\frac{\psi\left(u_{1}\right)-\psi\left(u_{2}\right)}{\psi\left(u_{1}^{\prime}\right)-\psi\left(u_{2}^{\prime}\right)}
$$

(where che dots indicate inner product, and the convention on ratiostatements stated in note 52 is in force), is simply to say that

$$
\begin{aligned}
& \left(\phi_{L}\left(x_{2}\right)-\phi_{L}\left(x_{1}\right)\right)\left(\phi_{L}\left(z_{2}\right)-\phi_{L}\left(x_{1}\right)\right)\left(\psi\left(u_{2}^{\prime}\right)-\psi\left(u_{1}^{\prime}\right)\right) \\
& =\left(\phi_{L}\left(x_{2}^{\prime \prime}\right)-\phi_{L}\left(x_{1}^{\prime \prime}\right)\right)\left(\phi_{L}\left(z_{2}^{\prime \prime}\right)-\phi_{L}\left(x_{1}^{\prime \prime}\right)\right)\left(\psi\left(u_{2}\right)-\psi\left(u_{1}\right)\right)
\end{aligned}
$$

(where $\phi_{L}$ is a coordinatization compatible with $\phi$ of the line L on which $x_{1}, x_{2}, z_{2}, x_{1}^{\prime \prime}, x_{2}^{\prime \prime}$, and $z_{2}^{\prime \prime}$ all reside); and we saw how to say this nominalistically at the end of Section C.
To be more precise, the above sketch shows how to state a formula governed by the representation theorem that for any $\phi$ and $\psi$, the formula holds if and only if
(IO) $\overrightarrow{x_{1} x_{2}}, \overrightarrow{y_{1} y_{2}}, \overrightarrow{x_{1}^{\prime} x_{2}^{\prime}}$ and $\overrightarrow{y_{1}^{\prime} y_{2}^{\prime}}$ are purely spatial vectors,
and
$\xrightarrow[\overrightarrow{x_{1}^{\prime} x_{2}^{\prime}} \cdot \overrightarrow{y_{1}^{\prime} y_{2}^{\prime}}]{\overrightarrow{y_{2}}}=\frac{\psi\left(u_{1}\right)-\psi\left(u_{2}\right)}{\psi\left(u_{1}^{\prime}\right)-\psi\left(u_{2}^{\prime}\right)}$.
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## I. Gradients

The availability of the notion of inner product ratios in Newtonian spacc-time allows us to associate with each 'ratio of derivative operators' a 'ratio of vectors': namely, the 'ratio' of the gradient vectors that correspond to the derivative operators. (This then is the analog of 'index raising' in tensor analysis.) To be more precise, observe that since we can express ( r ), we can also express
(II) $\overrightarrow{x_{1} x_{2}}, \overrightarrow{y_{1} y_{2}}, \overrightarrow{x_{1}^{\prime} x_{2}^{\prime}}$, and $\overrightarrow{y_{1}^{\prime} y_{2}^{\prime}}$ arc purcly spatial, and

$$
\frac{\overrightarrow{x_{1} x_{2}} \cdot \overrightarrow{y_{1} y_{2}}}{\overrightarrow{x_{1}^{\prime} x_{2}^{\prime}} \cdot \overrightarrow{y_{1}^{\prime} y_{2}^{\prime}}}
$$

is equal to the ratio of the directional derivative of $\psi^{0} \phi^{-1}$ with respect to $\overrightarrow{y_{1} y_{2}}$ at $z$ to the directional derivative of $\psi^{\circ} \phi^{-1}$ with respect to $\overrightarrow{y_{2}^{\prime} y_{2}^{\prime}}$ at $z^{\prime}$;
for we know how to nominalistically compare directional derivatives with scalar-difference ratios like

$$
\frac{\psi\left(u_{1}\right)-\psi\left(u_{2}\right)}{\psi\left(u_{1}^{\prime}\right)-\psi\left(u_{2}^{\prime}\right)}
$$

and so we can certainly compare ratios of directional derivatives with such scalar-difference ratios. ${ }^{56}$ But then we can say that (11) holds for all purely spatial vectors $\overrightarrow{y_{1} y_{2}}$ and $\overrightarrow{y_{1} y_{2}^{\prime}}$; and this is in effect to say
$(12)$ there is a real number $k$ such that $\overrightarrow{x_{1} x_{2}}$ is $k$ times the gradient of $\psi^{\circ} \phi^{-1}$ at $z$ and $\overrightarrow{x_{1}^{\prime} x_{2}^{\prime}}$ is $k$ times the gradient of $\psi^{\circ} \phi^{-1}$ at $z^{\prime}$.

We would also like to be able to say that (12) holds with some positive proportionality constant $k$. Call this claim ( $12^{\prime}$ ). To say this, we simply add to the nominalistic definition of ( 12 ) the further claim that for all purely spatial vectors $\overrightarrow{y_{1} y_{2}}$, the inner product of $\overrightarrow{x_{1} x_{2}}$ and
$\overrightarrow{y_{1} y_{2}}$ is positive if and only if the directional derivative with respect to $\overrightarrow{y_{1} y_{2}}$ at z is positive, and analogously for $\overrightarrow{\mathrm{x}_{1}^{\prime} \mathrm{x}_{2}^{\prime}}$ and $\mathrm{z}^{\prime}$. (This involves a second use of the relation 'less than in gravitational potential'.)

## J. Diffrentiation of Vcctor Fields

( $12^{\prime}$ ) is the key to a nominalistic understanding of the right-hand side of the law of motion; we now have to deal with the left-hand side, which involves the notion of the accelcration of a point particle. Until now, the ontology of the theory has included only space-time regions; now we are invoking new entities, viz. point particles, and to go with them we will need a new primitive predicate, that of a pointparticle eccupying a spacc-time point. From this we can define the notion of the trajectory of a particle: it is the region consisting of all space-time points that the particle ever occupics. ${ }^{37}$
An implicit presupposition of the law of motion is that the trajectory of each point particle is a region that is connected in the st-topology given in Section A of this chapter and which contains no two simultancous points. I will call any such region of space-time (whether there is a particle there or not) trajectery-like. The most important trajectorylike regions to consider, aside from actual trajectories, are those straight lines in spacc-time that are not purely spatial: as Newton's bucket argument more or less shows, such lines must play a crucial role in formulating the law of motion.
In formulating the law of motion, it is necessary to speak of the spatial spparation between trajectory-like regions, and first and second derivatives of this spatial separation. Since the spatial separation between trajectory-like regions is in effect a vector-it has direction as well as magnitude-we need to extend the treatment of differentiation in Section D to vector ficlds. ${ }^{58}$
More particularly, let S and T be any two trajectory-like regions. It is uscful heuristically to think of them as 'defining a vector field' as
follows: for any point $x$, regard the vector field as being defined at $x$ if and only if both $S$ and $T$ contain points simultancous to $x$; and regard the value of the field there as the vector whose initial point and terminal points are the points of $S$ and $T$ respectively that are simultaneous to $x$. Let $a_{1}$ and $a_{2}$ be any points. What can be said, invariantly, about the value of the directional derivative of this vector field at $x$ with respect to the vector $\overrightarrow{a_{1} a_{2}}$ ? Well, directional derivatives of scalar fields could be objectively equated with differences of scalars, so you would expect that directional derivatives of vectors could be objectively equated with differences of vectors. But a difference of vectors is itself a vector. What we should expect, then, is that we could define nominalistically a formula $\operatorname{D-Vcc}\left(x, a_{1}, a_{2}, b_{1}, b_{2}\right)$, meaning intuitively that at $x$ the directional derivative of the spatial separation of $T$ from $S$ with respect to $\overrightarrow{a_{1} a_{2}}$ exists and is equal to the spatial separation of $b_{2}$ from $b_{1}$ : we ought to be able to define this without assigning a number to the length of the spatial scparation, or to anything else.
Doing this involves only a fairly straightforward generalization of what was done in Section D; in fact, in some ways the definition of vector differentiation needed here is casier than the definition of scalar differentiation given there, since space-time unlike the range of temperature or gravitational potential is being assumed to be infinite in extent, so there's no need for all the fancy footwork involving the linearity of derivatives which the possibility of finiteness forced on us. But there are also some additional complications in the vector case. To simplify the presentation, let $p_{x}$ and $q_{x}$ be the points on $S$ and $T$ respectively that are simultancous with $x$; and let Parallelogram* ( $x, y, z, w$ ) mean that $x, y, z$, and $w$ cither are the vertices of a parallelogram with $x$ opposite $z$, or they are the vertices of a limiting case of a parallelogram, that is, either $x=y$ and $z=w$ or $x=w$ and $z=y$.
Also, let us define a predicate (xyzw) $\stackrel{\text { par }}{=}$ st,st $^{\text {(rstu) }}$ ) to mean (sce Figure 10) that there are points $s^{\prime}$ and $u^{\prime}$ such that Parallelogram* $\left(x, s^{\prime}, s, r\right)$ and Parallelogram* $\left(z, u^{\prime}, u, t\right)$ and ( $\left.x y z w\right)==_{31, s t}\left(x s^{\prime} z u^{\prime}\right)$. The last conjunct uses the signed product equality defined in Section $C$, only
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this time between two spatio-temporal intervals instead of a spatiotemporal interval and a scalar interval; what the definition as a whole docs is to extend this product comparison from the special case where $x, y, r$, and $s$ arc all on a line (and so are $z, w, t$, and $u$ ) to the more general case where $x y$ is parallel to rs (and zw is parallel to tu). (In having to make this extension, we are paying for the laziness expressed in note 47.) We are now ready to define $D-V e c\left(x, a_{1}, a_{2}, b_{1}, b_{2}\right)$ see Figure in:

If $a_{1}=a_{2}$ then $b_{1}=b_{2}$; and if $a_{1} \neq a_{2}$ then $\forall U$ if $U$ is an st-basic region containing $b_{2}$, then there are $y$ and $z$ such that: (a) $y z P a r$ $a_{1} a_{2} ;(b) x$ is strictly st-between $y$ and $z$; and (c) for all $t$ other than $x$ that are strictly st-between $y$ and $z$, there is a point $r$ such that
 $\left.\left(x_{1} b_{1} b_{3}\right)={ }_{31,31}\left(a_{1} a_{2} q_{x} r\right)\right]$.
The last clause says in effect that if $\overrightarrow{x t}$ is $h$ times $\overrightarrow{a_{1} a_{2}}$ for some real number $h$, then $\overrightarrow{q_{r} r}$ (which is the change in spatial separation in passing from $x$ to $t$ ) is $h$ times $\overrightarrow{b_{1} b_{3}}$, and hence is 'close to' the vector $h \cdot \overrightarrow{b_{1} b_{2}}$. It is casy to see that if $D-V e c\left(x, a_{1}, a_{2}, b_{1}, b_{2}\right)$ then $b_{1}$ and $b_{2}$ are simultancous, which is what you'd expect since the endpoints of the
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spatial separation vector are always simultancous; also, it is easy to see that when in addition $a_{1}$ is simultaneous to $a_{2}$ then $b_{1}=b_{2}$, which again is what you'd expect since the spatial scparation vector has the same value at all simultaneous points.

Observe that the derivative of a vector field with respect to a fixed vector is again a vector field; consequently we can immediately differentiate again with respect to the same or a different vector. Sccond and higher derivatives are thus a bit casier for vectors than for scalars, where it took a bit of work to put the result of taking the first derivative into the same format as the scalar field that we had started with.

## K. The Laul of Motion

The law of motion can now be stated in any of a varicry of ways. Perhaps the most natural is to introduce the concept of a tangent to a trajectory (or a trajectory-like region) at a point: a tangent to a trajectory'
$T$ at a point $z$ is a straight line $S$ through $z$, such that the directional derivative of the spatial separation between $T$ and $S$ with respect to any vector exists and is zero at $z$. The tangent to $T$ at $z$ is unique if it exists. Let us call a trajectory (or trajectory-like region) differentiable at $z$ if it has a tangent at $z$ and this tangent is not purely spatial. We can now take the preliminary part of the law of motion to consist in the claim that the trajectory of any point particle is both trajectory-like (in the sense defined in Section J) and differentiable.
The main part of the law of motion requires that we compare the accelerations of points on the same or different trajectories with the gradients of the gravitational potential at those points. Let T and $\mathrm{T}^{\prime}$ be any trajectories, and let $z$ and $z^{\prime}$ be any poiuts ou them. Let $S$ and $S^{\prime} b c$ the tangents to $T$ and $T^{\prime}$ at $z$ and $z^{\prime}$ respectively, and let $y$ and $y^{\prime}$ be points on $S$ and $S^{\prime}$ such that $\overrightarrow{z y}$ and $\overrightarrow{z^{\prime} y^{\prime}}$ are temporally congruent and have the same temporal orientation. The law of motion is then simply that (for any such $T, T^{\prime}, z, z^{\prime}, S, S^{\prime}, y$, and $y^{\prime}$ ) there is a positive real number k such that: (a) the second directional derivative of the spatial separation of $S$ from $T$ at $z$ with respect to $\overrightarrow{z y}$ taken twice is k times the gradient of the gravitational potential at z ; and (b) the second directional derivative of the spatial separation of $\mathrm{S}^{\prime}$ from $\mathrm{T}^{\prime}$ at $z^{\prime}$ with respect to $\overrightarrow{z^{\prime} y^{\prime}}$ taken twice is $k$ times the gradient of the gravitational potential at $z^{\prime}$. But the previous two scetions show how to say this: it is simply a matter of plugging the appropriate second directional derivatives into ( $12{ }^{2}$ ). So the nominalistic formulation of the law of motion is complete, and this together with our previous nominalization of Poisson's equation gives us a complete nominalistic formulation of Newtonian gravitational theory.

## L. General Remarks

Let us review the strategy we have followed. We started out by giving a joint axiom system containing axioms for spacc-time, axioms for the gravitational potential, and (though we didn't mention them till
later) axioms for mass-density. We then proved that for any model of this joint axiom system, there would be a ${ }^{1-1}$ function $\phi$ from the domain of the model (i.e. the spacc-time points) onto $\mathbb{R}^{4}$, and two functions $\psi$ and $\rho$ from the domain into the reals, all satisfying certain homomorphism conditions. We then showed that there were further nominalistic statements expressible using the primitives of the joint axiom system (together with the notion of a particle occupying a point) such that if these further nominalistic statements were true in the model then the usual platonistic formulation of Newton's theory of gravitation would come out true (taking $\phi$ to be the spatio-temporal coordinate function, $\psi$ the gravitational potential function, and $\rho$ the mass-density function). So the nominalistic formulation of the physical theory in conjunction with standard mathematics yields the usual platonistic formulation of the theory; and conversely, the nominalistic formulation is a consequence of the platonistic formulation, given standard mathematics. From this it follows that any statement in the nominalistic language proposed that is a consequence of the platonistic axioms and standard mathematics is a consequence of the nominalistic axioms unaided by mathematics: for as we saw carlice in this monograph, mathematics when applied to nominalistic axiom systems does not yield any nominalistically-statable conclusions you couldn't get otherwise. So the nominalistic formulation of physics and the platonistic formulation have precisely the same nominalistically-statable consequences; and so mathematical entities are theoretically dispensable in the theory of gravitation.
I would like to conclude this chapter by saying that the nominalistic formulation of gravitational theory proposed here is not as complicated as it may look; or more accurately, that though it is complicated, that is because platonistic physics is complicated too, though it may be presented simply once we have explained a lot of platonistic apparatus (such as gradients, Laplaceans, and so forth). Most of what I have spent time doing in this chapter is to develop a nominalistic version of that complicated platonistic apparacus; and I doubt that my development of that is very much more complicated than the development of the
analogous platonistic apparatus. Also, most of what l've developed is quite general: e.g. the treatment of differentiation in Section $D$ works for arbirrary functions from one affine space to another; and the treatment of gradients, Laplaceans, and inner products works for an arbitrary affine space on which there is a congruence relation defined, or which has distinguished subspaces (e.g. in the Newtonian example the 3 -dimensional subspaces produced by factoring by the simultancity relation) on which a congruence relation is defined. Once the development of this apparatus is complete, the laws of Newtonian gravitational theory can be presented very quickly in terms of it; again, probably almost as simply as they are presented on a platonistic approach. I believe that the reader who works through this material at a!! carefu!ly will soon convince himself that this is so.
I do not of course claim that the nominalistic coneepts are anywhere near as convenient to work in solving problems or performing computations: for these purposes, the usual numerical apparatus is a practical necessity. But it is a necessity that the nominalist has no need to forgo: he can treat the apparatus in the way suggested carlier in the book, i.e. as a useful instrument for making deductions from the nominalistic system that is ultimately of interest; an instrument which yields no conclusions not obtainable without it, but which yields them more easily.
called in Chapter 4 ' the complete logic of the part/whole relation' or 'the complete logic of Goodmanian sums'; and (ii) that in comparing products of intervals in Section B of Chapter 8, I have invoked the binary quantifice 'fewcr than'. Now strictly speaking, we do not really nced (ii) in addition to (i): the logic of Goodmanian sums is sufficient to give us the cardinality comparisons we need as well as the representation theorems we need (as I will show later on in a footnote). But I think that for a variety of reasons it is heuristically advantageous to keep the use of extra logic in making cardinality comparisons separate from the use of extra logic in giving representation theorems, so I will put no weight on the fact that one can make the cardinality comparisons one needs using only, the logie of Geodmanian sums.

## 1

Let us introduce the symbol $\mathscr{F}$ for the binary quantificr 'fower than': that is, let ${ }^{\prime}$ Apple ( x$\left.)\right] \mathscr{F} \times$ (Orange ( x$\left.)\right]^{\prime}$ mean 'there are fewer apples than oranges'. Now, if we think of the full 'fewer than' quantifier as making discriminations among infinite cardinalitics (c.g. as such that 'there are fewer poims than regions' is true), then there is no need to invoke the full 'fewer than' quantificr in our theory: we can invoke a slightly weaker quantifier $\mathscr{F}_{0}$ which makes no distinction between infinite cardinalitics. (Thus ' $[$ Apple $(\Leftrightarrow)|\mathscr{F} x| O r a n g e ~(x)]$ ' and '[Apple ( x$) \mid$, $\mathrm{y}_{0} \mathrm{x}$ : [Orange ( n$)$ ]' have the same truth-value if there are only funty many orance; nad if there are befmedy many onanges then even if the number of oranges is uncountable, " $\mid$ Apple ( $x\rangle] \mathscr{F}_{0} x$ |Orange ( $x$ )|' is true if and only if there are only finitely many apples.) In the future, I will use only the quantifier $\bar{F}_{0}$, and will use the term 'fewer than' in accordance with the meaning of $\mathscr{F}_{0}$ rather than with $\mathscr{F}$ in those occasions where it matters.
It will turn out actually that in Newtonian gravitational theory, if we add a new predicate to the theory then the 'fewer than' quantifier
can very easily be dispensed with in favor of a still simpler quantifier, the binary quantifice ' $\exists_{\text {IIn }}$ ' meaning 'there are only finitely many' (i.e. ' $3_{\text {rin }} \times$ Apple ( x )' means 'there are only finitely many apples'). So it is really this quantifier that raises the issues of whether cardinality comparisons like those made in Section B of Chapter 8 are nominalistically legitimate.
The first point 1 want to make is that use of the 'finitely many' quantificr does not seem prethcorctically to involve one in ontological commitments to abstract entities. If I assert or deny that there are only finitely many grains of sand, this appears to involve no commitment whatever to abstract entities, just as it appears to involve no commitment to abstract cntitics to assert or deny that there are less than 87 grains of sand. With regard to assertions or denials that there are less than 87 grains of sand, three attitudes are possible. First one could say that $\exists_{<87}$ (and/or its denial $\exists_{287}$ ) is simply a part of logic, as arc $\exists_{21}, \exists_{22}$, etc.: on this view, logic includes not only first-order logic, but the recursive set of axioms for $\exists_{21}, \exists_{22}$, etc. given in Chapter 2. Second, one could say that despite appearances, 'there are at least 87 grains of sand' does involve ontological commitments to abstract entities: for, one might say, what it means is that there is a $1-1$ function from the set $\{0,1, \ldots, 86\}$ into the set of all grains of sand, and henee involves a commitment to functions, numbers, and sets as well as grains of sand. This view is quite implausible-c.g. it makes the sentence 'There are at least 87 grains of sand, but there are no numbers, functions or sets' inconsistent! Intuitively, the claim about the 1-I function seems intimately related to the 'there are at least 87 ' claimit is what l've called an abstract connterpart of the clam-but though intimately related, the claims are distinct. The third possible view is that the 'there are at least 87 ' claim is equivalent in meaning to a claim in first-order logic with identity. As a view about meaning this isn't really very plausible; but on the first view too 'there are at least 87 grains of sand' is legically cquivalent to a chaim in first-order logic with identity, so unless we are very hung up on meaning then the third view and the first do not seem importantly different in this case.

Now le's consider the claim 'there are only finitely many grains of sand', or its denial. Here one can not take the third of the lines used for 'there are fewer than 87 grains of sand' or its denial: the claim about finitude cannot be identified (even up to logical equivalence) with a claim in first-order logic plus identity: But the first line is still possible: we can take 'there are only finitely many' as a primitive quantifier, just as we could take 'there are at most 87 ' as primitive. ${ }^{59}$ Admittedly, doing this has some consequences that are not entirely attractive: if we take this as a quantificr and also define logical consequences à la Tarski, ${ }^{\text {60 }}$ then the consequence relation is neither compact nor recursivcly enumerable. But the only alternative to taking there are only finiedy many' as a primitive quantifier (one we might or might not elect to use in our theories) seems to be to say that despite all appearances 'there are infinitely many grains of sand' commits you to the existence of functions, numbers, and sets as well as grains of sand: i.e. that it is equivalent in meaning to (rather than mercly, has as its abstract counterpart) the claim 'there is a 1 -I function from the set of natural numbers to the set of grains of sand'. Surcly this is implausible, for surely it is consistent to maintain that there are infinitely many grains of sand but no numbers of functions or sets. ${ }^{61}$
I have argued that use of the quantifice 'there are only finitely many' or its negation does not necessarily involve commitment to abstract entities; and the same could of course be said for the 'fewer than' quantifier. Analogously, I argued in Chapter 4 that to use the complete logic of Goodmanian sums in one's theorics does not necessarily involve commitment to abstract entitics. In all these cases however, the question remains whether it might not be better to replace the theory that invokes the extra logic by mother theory that invokes abstract entitics but does without the extra logic.
That is exactly what the frrst-erder platonist advocates doing. By a first-order platonist 1 mean someonc who accepts theories that postulate abstract entitics, but doesn't accept any logic beyond first-order logic. Such a first-order platonist has no resources at his disposal with the power of cardinality quantifiers like 'there are only finitely many

F's' or 'there are fewer F's than G's'. For instance, whatever nonlogical vocabulary he introduces and whatever consistent and recursively axiomatized (or recursively enumerably axiomatized) set T of axioms he asserts involving this vocabulary, there will be truths involving the cardinality quantifier that (when translated into the language of T ) do not follow from T ; and even if we were to give up the restriction that T must be recursivcly axiomatized (or recursively enumerably axiomatized), there will be valid inferences involving the cardinality quantifier that (when translated into the language of T ) are not validated by T. ${ }^{62}$ But this does not disturb the first-order platonist: the first-order platonist rests content with a recursively axiomatized theory-say, first-order set theory-in which we can translate the cardinality quantifier in such a way that an important part of its content is captured. (The same translation into second-order set theory would give the full content of the cardinality quantificr; but of course second-order set theory has a non-compact and non-recursivelyenumcrable logic, so using a translation of the cardinality quantifier into this theory would be no gain)..$^{63}$ We know by experience that the platonistic first-order weakening of the cardinality quantificr suffices for physics. (It suffices for classical mathematics, which in turn suffices for physics.) So the first-order platonist has a method for deing without cardinality quantificrs in physics and replacing them by weaker set-theoretic surrogates in a compact and recursively-enumerable logic.
This way of looking at things reinforces the point I made earlier, that usc of the cardinality quantifier isn't platonistic, what's platonistic is only a certain set-theoretic surregate for the cardinaliry quantificr. But it also shows a prima facic advantage of platonism: if we $d$ use the first-order set-theoretic surrogate for the cardinality quantifier (and a similar first-order sct-theoretic surrogate for the logic of Goodmanian sums), then we can make do in our theorizing with a compact and recursively-cnumerable fragment of logic. And isn't that an advantage?
I must admit that I think that it is an advantage. Consequently, I think it would be highly desirable to show that the nominalist too can
do without the cardinality quantifier and the complete logic of Goodmanian sums, and can make do instead with weaker surrogates in a compact and recursively-cnumerable logic. I'm inclined to think in fact that this claim is true, and will give some considerations in support of this shortly; but I don't believe that the claim can be proved withour a great deal of work (which I haven't done), so the question arises, what if it isn't true? Would nominalism thereby be defcated? :
To this I think the answer is no. For although there are certainly advantages to using only a compact and recursively axiomatized fragment of logic in developing physics, there are also advantages to keeping one's ontological commitments to a minimum; and the situation that we would be in (on the assumption that nominalism can't be made to work without going bey yond first-order logic) is that we would have to make a choice as to which of two desirable goals is more important. It seems to me that the methodology to employ in making such decisions is a holist one: we should be guided by considerations of simpliciry and attractiveness of overall theory. It secms totally unreasonable to insist on sticking to the requirement that logic be kept compact and recursively enumerable, whatever the costs for ontology; it is the simplicity of the overall conteptual scheme that ought to count (as Einstein pointed out long ago against those who thought that the simplicity of Euclidean geometry should lead us to stick to it come what may). ${ }^{64}$
Admittedly this does not settle the issue of whether one should be a nominalist in the case at hand-the case where you can maintain nominalism by using a cardinality quantifier together with the complete logic of Goodmanian sums but (we are supposing) can't maintain nominalism with a weaker logic. All I've said is that one must look to overall theory to decide. My own view is that even if we are ultimately foreed to make this decision-that is, even if it turns out that there is no reasonable way for the nominalist to make do with first-order logic-then nominalism is the reasonable position. For in the first place, the broader logics under consideration lave their attractive aspects as well as their drawbacks. ${ }^{65}$ And in the second place (and more
importantly) the use of this fairly small amount of extra logic saves us from having to believe in a large realm of otherwise gratuitous entitics, entities which are very unlike the other entities we believe in (due for instance to their causal isolation from us and from everything we experience), and which give rise to substantial philosophical perplexities because of these differences. ${ }^{66}$ In this situation to insist on sticking to first-ordcr logic because it is compact and recursively cnumerable seems to me a bit like insisting on sticking to monadic logic because it is decidable. ${ }^{67}$

## II

I will now say something about the question of how good the prospects are for making do with first-order logic. We have seen in earlier chapters how to give a nominalistic theory N in a broader logic that is an adequate nominalistic formulation of the Newtonian theory of gravitation; it secms reasonable then, in looking for a first-order nominalistic theory of gravitation, to look at first-order subtheories of N .
It should be noted at the outset that there is a quite uninteresting way to get a first-order subtheory of N with precisely the same first-order sentences (i.e. sentences not containing the cardinality quantifier or any second-order quantificrs) as consequences that N has as consequences: simply take as axioms all the first-order sentences that follow from $N$. This, however, is a bit reminiscent of the idea of dispensing with electrons in an axiomatization of physics by taking as axioms all those consequences of our standard theory that don't contain references to electrons. Let us then reject this strategy, on the grounds that it does not yield a sufficiently attractive first-order theory.
Since 'attractiveness' is not an easy notion to formalize, it seems that the only workable strategy in investigating whether there is an attractive first-order subtheory of N that is adequate to physics is to look at some particular first-order subtheory of N that does seem attractive, and try to prove that it is sufficiently powerful. Of course, if it turns out that the particular subtheory one has investigated is not
powerful enough, that won't prove that no attractive first-order subtheory of N is powerful enough: one may have simply left out first-order axioms that should have been included. But there seems to be no way around this difficulty, without giving precise formal content to the notion of attractivencss; and doing that seems obviously impossible.
There is, however, a rather natural first-order subtheory of N to investigate, and I would conjecture that this subtheory (which I will call $\mathrm{N}_{0}$ ) is sufficiently powerful, in the sense of being adequate for the development of standard gravitational theory. I believe that by investigating this conjecture we will be able either to substantiate it, or to find out cnough about why it fails so that we will able to supplement the theory (in an attractive way) with additional first-order axioms so that the resulting theory will be sufficiently powerful.
To see what the first-order subthcory $\mathrm{N}_{0}$ of N that I have in mind is like, let us first not worry about the 'fewer than' quantifier and worry only about how to eliminate the use of the second-order quantifier, i.e. of what I've called the complete logic of Goodmanian sums. Intuitively, these second-order quantificrs range over all regions that contain only points in the domain of the first-order quantifiers; the problem in finding an adequate first-order subtheory of N , then, is the problem of finding an adequate first-order nominalistic axiomatization of the notion of region.
Looking at the matter platonistically, the set of all regions forms a complete atomic ncar-Boolean algebra, where by a ncar-Boolcan algebra I mean something just like a Boolcan algebra except not containing a zero element. (Recall the carlier stipulation that there is to be no region that contains no space-time points.) The atoms of the algebra, i.e. the regions with no proper subregions, are of course just the space-time points: to say that the algebra is atomic is to say that cvery region contains sucl atoms (and this implies that every region is the sum of the atoms it contains). Now, there is no difficulty in giving a complete first-order axiomatization of the notion of an atomic nearBoolean algebra (using, say, the primitive ' $\subseteq$ ', meaning 'is a
subregion of'). The problem is with the notion of completeness; i.e. with the idea that there are as many regions as there possibly could be, given that there are only the space-time points that there are. The platonistic method of specifying completeness is to say that for every non-empry set of space-time points, there is a region containing (i.e. having as subregions) the points in that set and no others. The obvious nominalistic tack is to replace this claim by an axiom schema: to regard, for each formula $\varphi\left(x, u_{1}, \ldots, u_{n}\right)$ of the language, the sentence

> (13) $\forall u_{1}, \ldots, u_{n}\left\{\exists x\left[x\right.\right.$ is a point and $\left.\varphi\left(x, u_{1}, \ldots, u_{n}\right)\right] \rightarrow$ $\exists x \forall x\left[x\right.$ is a point $\left.\rightarrow\left(x \subseteq r \leftrightarrow \varphi\left(x, u_{1}, \ldots, u_{n}\right)\right]\right\}$
as an axiom. Here I am using only one style of variable, ranging over regions gencrally; ' $x$ is a point' is defined as ' $\forall y(y \subseteq x \rightarrow y=x)$ '. $\varphi\left(x, u_{1}, \ldots, \mathrm{u}_{\mathrm{n}}\right)$ can be any formula in the nominalistic language: in particular, it can contain physical vocabulary like 'spatio-temporally between' or 'congruent in gravitational potential'; and it may include quantifiers that range over regions. (This latter stipulation means that some of the instances of our schema will make impredicative assertions of region-cxistence. This secms legitimate: on the realist approach to space-time I've adopted, regions are plyysical entitics that objectively exist independently of our picking them out. But if you don't like impredicativiry, you could weaken the theory by disallowing such instances of ( 13 ).)
Having axiomatized the notion of region in this frrst-order way, it is clear how to get a subtheory of $N$ with no second-order quantifiers: simply take $\mathbf{N}$ and restrict all first-order quantificrs by the defined predicate 'point', then replace all second-order quantifiers by unrestricted first-order quantificrs, and append the axioms for regions. ${ }^{68.69}$ [So in particular, the Dedekind continuity claims (for the geometric ordering of spacc-time points, and for the ordering of space-time points with respect to cach scalar) are cach made by a single axiom rather than by a schema: a common notion of reyion is used in axiomatizing each of the Dedckind continuity claims. This turns out to be important for insuring that the different orderings
interrelate in the desired way.] This theory (I'll call it $\mathrm{N}^{*}$ ) isn't quite a first-order theory, because it still contains the cardinality quantifier. So we now have to get rid of that.

When I sketched how to formulate N in Chapter 8, I made use of the 'fewer than' quantifice $\mathscr{F}_{0}$; but as remarked above, this can be dropped in favor of the finiteness quantifier $\exists_{\text {tin }}$, if we add a predicate to the theory. It is necessary to show how this is donc, before going on to perform the further task of dropping ' $\exists_{\text {tin }}$ '.

The predicate we need to add, in order to replace $\mathscr{F}_{0}$ by $\exists_{\text {tin }}$, is a binary predicate ' $\leq$ ' holding between regions: ' $\mathrm{r}_{1} \leq \mathrm{r}_{2}$ ' is to mean intuitively that $r_{2}$ contains no fewer points than does $r_{1}$ (with the convention on 'frwer than' introduced before: all infnite regions arc to be regarded as containing equally many points). Since the 'fewer than' quantifice was applied in Chapter 8 only in the context of points rather than of arbitrary regions-that is, it occurred only in context $\mathrm{A}(\mathrm{x}) \mathscr{F}_{\mathrm{O}} \mathrm{B}(\mathrm{x})$ in which the formulas $\mathrm{A}(\mathrm{x})$ and $\mathrm{B}(\mathrm{x})$ couldn't be satisfied by anything other than points in any model of the theorythen it is clear that ' $\mathscr{F}_{0}$ ' can be dropped in favor of ' $\leq$ ' as long as we can axiomatize ' $\leq$ ' in such a way that in any model, ' $x_{1} \leq x_{2}$ ' will be satisfied by precisely the pairs $\left\langle r_{1}, r_{2}\right\rangle$ such that $r_{2}$ contains no fewer points than $r_{1}{ }^{70}$ It is in order to meet this condition that the quantifict $\exists_{\text {fin }}$ must be introduced.
An axiom system that meets this condition is as follows. |The theory of atomic ncar-Boolcan algebras is presupposed as a background theory. Although the only primitive I've introduced for that theory is ' $\subseteq$ ', I'll use the defined term 'yoint' introdured above and various other Boolcon notions like ' $u$ ', since it is obviens how to paraphrase claims involving them in terms of ' $\subseteq$ '. The only additional primitive to be used in the axiom system is the cardinality relation relation ' $\leq$ '; ' $<$ ' is defined in terms of it, i.e. ' $x<y$ ' is defined as ' $x \leq y$ and not $y \leq x$ '. Also, 'Inf( $x$ )', meaning intuitively that $x$ is infinite, is defined as ' $\forall y(y \leq x)$ '.] Here are the axioms:
$1 x \leq y \wedge y \leq z \rightarrow x \leq z$

```
\(2 x \leq y \vee y \leq x\)
\(3 \exists x \exists y(x \leq y)\)
4 Point \((x) \rightarrow \forall y(x \leq y)\)
\(5 \operatorname{Inf}(x \cup y) \leftrightarrow \operatorname{Inf}(x) \vee \operatorname{Inf}(y)\)
\(6-\operatorname{lnf}(x) \wedge \operatorname{Point}(y) \wedge y \subseteq x \rightarrow x<x \cup y \wedge-3 z(x<z<x \cup y)\)
\(7-\ln f(x) \rightarrow \exists_{\text {rin }} y[\operatorname{Point}(y) \wedge y \subseteq x]\).
```

Axioms $\mathrm{I}-6$ don't contain ' $\exists_{\mathrm{cIn}}$ ', and they together with

$$
7_{1} \quad \exists x \operatorname{Inf}(x)
$$

(which also docsn't contain ' $\exists_{\text {fin }}$ ' but only the defined predicate 'Inf') are enough to guarantec (in the context of the axioms for an atomic near-Boolean algebra) that in any model of the theory, if we define $r_{1} E q r_{2}$ as " $\left\langle r_{1}, r_{2}\right\rangle$ satisfies ' $x_{1} \leq x_{2} \wedge x_{2} \leq x_{1}{ }^{\prime \prime}$, then:
(a) Eq is an equivalence relation whose equivalence classes form a linear ordering with first and last elements.
(b) Each equivalence class that has a successor in this ordering has an immediate successor.
(c) The last equivalence class has a predecessor but no immediate predecessor; but it is the only equivalence class with this property.
(d) For each positive integer $n$, the nth equivalence class in the ordering contains precisely those regions that contain exactly $n$ points.
So the last equivalence class in the ordering-the one that contains precisely the regions satisfying the predicate 'Inf'-contains only infinite regions, and there are no infinite regions in the first, second, third, etc. equivalence classes. However, a compactness argument shows that there are models of axioms $1-6$ and 7 , in which there are 'non-standard' equivalence classes, equivalence classes which occupy no finite position but also are not last; regions in these equivalence classes will be infinite, but will not satisfy the defined predicate 'Inf'."'
If we are to rule out such non-standard models of ' $\leq$ ', we must replace axiom 7 , by axiom 7 (which entails $7_{1}$ ). That axiom 7 does rule out non-standard equivalence classes is clear: it implies that the
ordering of equivalence classes is a well-ordering, and this together with (a)-(c) implies that the ordering has order type $\omega+1$ (i.e. of the positive integers followed by one infinite element). This last result plus (d) shows that in each model of the axioms of atomic nearBoolcan algebra plus axioms $1-7$, ' $\leq$ ' is satisfied by precisely the pairs $\left\langle r_{1}, r_{2}\right\rangle$ such that $r_{2}$ has no fewer points than $r_{1}$.

Now in order to obtain a natural first-order weakening of axioms $1-7$, it is useful to notice that axiom 7 could be replaced by an induction schema that drops ' $\exists_{\text {fin }}$ ' but uses instead a second-order quantificr:

$$
7^{\prime} \quad \forall P[\exists x P x \rightarrow \exists x(P x \wedge \forall w(w<x \rightarrow-P W))] .
$$

$7^{\prime}$, like 7, implics 7, |for an easy application of $7^{\prime}$ establishes that $\forall x \forall y(x \subseteq y \rightarrow x \leq y)$, and this establishes that $\operatorname{Inf}(V)$ where $V$ is the region that contains all space-time points); and of course the equivalence classes in any model of $7^{\prime}$ are well-ordered, so axioms 1-6 and $7^{\prime}$ have no models with non-standard equivalence classes. $7^{\prime}$ of course isn't first order, nor even nominalistic. (This is an example of a secondorder quantifier that goes beyond the complete logic of Goodmanian sums, for the predicate-quantifier ranges over predicates of regions that aren't points.) But it is of interest, because it has an obvious first-order weakening: simply replace the induction axiom $7^{\prime}$ by a first-order induction schema

$$
\begin{aligned}
& 7^{\prime \prime} \quad \forall u_{1}, \ldots, u_{n}\left[\exists x \varphi ( x , u _ { 1 } , \ldots , u _ { n } ) \rightarrow \exists x \left\{\varphi\left(x, u_{1}, \ldots, u_{n}\right) \wedge\right.\right. \\
& \left.\left.\forall w\left(w<x \rightarrow-\varphi\left(w, u_{1}, \ldots, u_{n}\right)\right)\right\}\right] .
\end{aligned}
$$

This will rulc out all models with 'discernible' non-standard equivalence classes. The theory consisting of axioms 1-6 plus $7^{\prime \prime}$ seems to be a very natural first-order weakening of axioms I-7.

If we combine $1-6$ and 7 " with the rest of our theory $\mathrm{N}^{*}$, we obtain a completely first-order subtheory $\mathrm{N}_{0}$ of N . In doing this, we are to let the axiom schema $7^{\prime \prime}$ take as instances any formula in the language of $\mathrm{N}_{0}$-that is, it can contain empirical vocabulary like 'Temp-Bct' as well as ' $\leq$ ' and ' $\subseteq$ '. Also, we are to expand the instances of schema ( 13 ) to include formulas containing ' $\leq$ '.

## III

$\mathrm{N}_{0}$ is a rather natural first-order subtheory of N to look at, in that it results from something equivalent to N simply by replacing two second-order statements (viz. axiom 7 and the second-order strengthening of ( $\mathrm{I}_{3}$ )) by schemas. This system, then, is related to the secondorder theory N in very much the way that first-order set theory is related to second-order set theory: there too, we get the first-order weakening of the theory simply by taking a second-order axiom (in this case the replacement axiom) and making a first-order schema out of it. This analogy might lead us to suspect that just as N has all the nominalistic consequences that platonistic formulations of Newtonian gravitation theory have in the context of second-order set theory, so too $\mathrm{N}_{0}$ will have all the nominalistic consequences that platonistic formulations of Newtonian gravitation theory have in the context of first-order set theory.
It would be nice if this guess were correct, but I don't think that it can be. For something analogous to first-order number theory appears to be imbeddable in the system $\mathrm{N}_{0}$ (using the points in an arbitrary infinite equally spaced region with one endpoint, instead of the natural numbers). Consequently, $N_{0}$ ought to have a Gödel sentence expressible but not provable in it; and this Gödel sentence ought to be provable in the system $P_{0}$ of first-order platonistic gravitational theory. ${ }^{72}$ If this argument-sketch is correct then there will be some very recherché consequences of $\mathrm{P}_{0}$ that are expressible but not provable in $N_{0}$. Still, 1 suspect that the extra strength that $P_{0}$ has over $N_{0}$ is confined to such recherche consequences; $\mathrm{N}_{0}$ is I suspect sufficicint for all nominalistic consequences we would normally be interested in deducing from $\mathrm{P}_{0}$, and more than sufficient for developing the usual theory of gravitation. Compare Peano arithmetic, the first-order theory that results from full second-order arithmetic by replacing the second-order induction axiom by a first-order schema: although second-order arithmetic has all the arithmetic consequences that arithmetic in the context of second-order set theory has, Peano
arithmetic is weaker than arithmetic in the context of first-order set theory. Still, Peano arithmetic is strong enough for any ordinary arithmetical consequences. I would suspect that something analogous is true for $\mathrm{N}_{0}$ : that it is more than strong enough for any ordinary developments in the usual theory of gravitation. However, this is not a matter I have investigated very far, and I will leave it to others more adept at these matters than I to confirm or refute my suspicion. (As I've mentioned, if the suspicion turns out to be false, I would look for a natural first-order strengthening of $\mathrm{N}_{0}$.)
A platonist might argue that even if $I$ am right about the strength of $N_{0}$, nominalism is still in trouble: for since $N_{0}$ is weaker in nominalistic consequences than the first-order platenistic theor; $P_{0}$, then it doesn't have all the nominalistic consequences that we ought to want. That is, we ought to want all the nominalistic consequences of $\mathrm{P}_{0}$, even the very recherche ones that no one is interested in in practice, like the Gödel sentence of $\mathrm{N}_{0}$. There is a certain plausibility to this argument for the inadequacy of $\mathrm{N}_{0}$; but it doesn't seem to me that it can be used to support the platonistic theory $\mathrm{P}_{0}$, it can only bc used to support a second-order theory like $N$. For $P_{0}$ too (assuming that it is formulated in a recursively axiomatized system like Zermelo-Frankel set theory, or at least a recursively-cinumcrably-axiomatized system) has a Gödel sentence which is intuitively true, and by adding that sentence to $P_{0}$ we will get recherché consequences not obtainable from $P_{0}$ alone; these recherche consequences seem just as intuitively desirable as the Gödel sentence of $\mathrm{N}_{0}$. And the same point holds nor only for $\mathrm{P}_{0}$ but for any expansion of $P_{0}$ with a recursively-cnumerable set of axioms. The poim is that a price of eectricting oneself to ferst-oder logic (and to recursively or recursively-cnumerably axiomatized theorics; but there seems to be little point in a restriction to first-order logic if one is going to allow the use of theories with no recursivcly enumerable axiomatization) is that one has to sctic for a rather arbitrarily restricted theory: that is, for any first-order theory one settles for, there is a better one, one that secms intuitively to be true if the original one is, and is more powerful. This holds whether the first-order theory one
settes for is a nominalistic one like $\mathrm{N}_{0}$ or a platonistic one like $\mathrm{P}_{\mathbf{0}}$; hence it can't be used as an argument for the inadequacy of $\mathrm{N}_{0}$ unless platonistic first-order theories are also admitted to be inadequate. Consequently, if one is conmitted to first-order theories, then the only obvious way to decide if one is good enough is to decide whether it is powerful enough to get the results that are seriously needed in practice, i.e. excluding recherché results like those obtained by Gödelization. As I've said, I think it highly likely that $\mathrm{N}_{0}$ or some slightly stronger first-order subtheory of N passes this test.
The argument at the beginning of the previous paragraph, then, may indicate an inadequacy in $\mathrm{N}_{0}$; but if so, it is an inadequacy in $\mathrm{P}_{0}$ as well, and hence it is not an argument for platonism. If you want to cure this 'inadequacy', the only recourse' is to go to a second-order theory-either N , or platonistic gravitational theory in the context of second-order set theory. But since as we've seen N has all the nominalistic consequences that second-order platonistic set theory has, it is hard to see in the context of second-order logic what the advantages of platonism can be. Either way, then, it looks as if nominalism triumphs.

## Notes

## Preliminary Remarks.

1. The 'part of mathematics that docsn't contain references to abstract entities' is really just applied logic: it is the systematic deduction of consequences from axiom systems (axiom systems similar in many respects to those used in platonistic mathematics, but containing references only to physical entities). Very little of ordinary mathematics consists mercly of the systematic deduction of consequences from such axiom systems: my claim however is that ordinary mathematics can be replaced in application by a new mathematics which does consist only of this.
2. I believe the approach is gencralizable to curved space-time, bur haven't thought through all the details.
3. As it happens, a certain reduction of structural assumptions will fall out 'by accident', on one of the two nominalistic formulations of gravitational theory I will give (the one I will call $\mathrm{N}_{0}$ in Chapter 9). Moreover, both nominalistic formulations, but especially $\mathrm{N}_{0}$, seem especially well suited for a study of the effects of further weakenings of the structural assumptions.
4. The most thorough presentation of the Quinean argument is actually not by Quine but by Hilary Putnam: ef. The Philosophy of Logic (New York: Harper, 1971), especially Chapters V-VIII.
Some of the arguments I do not take seriously (e.g. the argument that we need to postulate mathematical entities in order to accoumt for mathematical intuitions) are well treated in Chapter 2 of Chihara, Ontology and the Vicimus Circle Principle (Ithaca: Corncll University Press, 1973).
5. Actually, I do not think that a platonistic proof of the adequacy of our theorics serves mertly as a reductio: I think that a nominalist too should be convinced by a platonistic proof about the deductive powers
of a given nominalistic theory. But a defense of this claim would be a long story. (Some much too bricf remarks on this matter are contained in note 10 in the next chapter.) In any case, the nominalist need not ultimately rely on such platonistic proofs of the adequacy of his systems: in principle at least, he and his fellow nominalists could simply spin out deductions from nominalistic axiom systems like the ones suggested later in the monograph. In this sense, the reliance on platonistic proofs could be regarded as a temporary expedient.

## CHAPTER 1

Why the Utility of Mathematical Entrities is Unlike the Utility of Thicorctical Entitics
6. Count ' $=$ ' as logical.
7. That is, replace every quantification of form ' $\forall x_{1}(\ldots)$ ' by ' $\forall x_{i}$ (if not $M\left(x_{i}\right)$ then . . .)', and every quantification of form ' $\exists x_{i}(\ldots)$ ' by ' $\exists x_{1}$ (not $M\left(x_{i}\right)$ and . . .)'.
8. The formal content of saying that N is 'nominalistically statable' is simply that it not overlap in non-logical vocabulary with the mathematical theory to be introduced. (Recall that ' $=$ ' counts as logical.) This is all we need to build into 'nominalistically statable' in order for Principle C to be trute. For Principle C to be of interst, we must suppose in addition that the intended ontology of N does not include any entities in the intended extension of the predicate ' $M$ ' of $S$; for if this condition were violated, then $\mathrm{N}^{*}+\mathrm{S}$ would not correspond to the 'intended' way of combining $N$ and $S$.
9. Proof: Suppose $\mathrm{N}^{*}+\mathrm{S}+\{\exists \mathrm{x}-\mathrm{M}(\mathrm{x})\}$ implies $\mathrm{A}^{*}$. Then $\mathrm{N}^{*}+\mathrm{S}$ implics $\left.A^{*} \vee \forall x\left(-M_{(x)}\right) \rightarrow x \neq x\right)$; that is, it implies $\mathrm{B}^{*}$ where B is $A \vee \forall x(x \neq x)$. Applying Principle $C^{\prime}$, we get that $N^{*}$ implies $B^{*}$, and consequently that $N^{*}+\{\exists x-M(x)\}$ implies $A^{*}$. From this it clearly follows that N implies A .
Principle $\mathrm{C}^{\prime}$ does not quite follow from Principle C . for a theory S could imply that there are non-mathematical objects but not imply anything else about the non-mathematical realm (in particular, not imply that there are at least two mathematical objects-the later would violate Principle C as well as Principle $\mathrm{C}^{\prime}$ ).
10. In what sense does he know this? At the very least, he knows it in the sense that a platonist mathematician who proves a result in recursive function theory by means of Church's thesis knows that he could construct a proof that didn't invoke Church's thesis. The platonist mathematician hasn't proved using the basic forms of argument that he accepts that such a proof is possible, for he hasn't proved Clurch's thesis. (Nor can he even state Church's thesis except by vague terms like 'intuitively computable'.) Still, there is a perfectly good sense in which our platonist mathematician does know that a proof without Church's thesis is possible-after all, he could probably come up with Turing machine programs at each point where Church's thesis was invoked, if given sufficient incentive to do so. In precisely the same sense, the nominalist knows that for any platonist proof of a nominalistically-stated conclusion from nominalistically-stated premises there is a nominalistic proof of the same thing.
Just what this sense of 'know' is (or, just what kind of knowledge is involved) is a difficult matter: it doesn't seem to me quite right to call it 'inductive' knowledge. But however this may be, it is a kind of knowledge (or justification) whose strength can be increased by inductive considerations: in the recursive function case, by knowledge that in the past one had been able to transform proofs involving the imprecise notion of 'intuitively computable' to proofs not involving it when one has tried for by knowledge that others have been able to effect such transformations, and that one's own judgements of intuitive computability tend to coincide with theirs). In the conservativeness case, the kind of inductive considerations that are relevant are the knowledge that in the past no one has found counter examples to conservativeness, and also the knowledge that in many actual cases where platonistic devices are used in proofs of nominalistic conclusions from nominalistic premises (such as the cases discussed in Chapters 2 and 3 ). these devices are eliminable in what scems to be a more or less systematic way.
These remarks suggest that the nominalistic position concerning the use of platenistic proofs is about comparable to the platonist's position concerning proofs that use Church's thesis. Actually I think that the nominalist's position is in one respect even better, for he can rely on something that the platonistic recursion theorist has no analog of: viz., the mathematical arguments for conservativeness given in
the Appendix. Of coursc, these arguments don't raise the claim that mathematics is conservative to complete certainty, for two reasons. One reason is that something at least as strong as the consistency of set theory is assumed in them, and no one (platonist or nominalist) can be completcly sure of that. The other reason is that these proofs (at least the first, and both if onc is sufficiently strict about what counts as nominalist) are platonistic, and so some story has to be told about how the nominalist is justified in appealing to them outside the context of a reductio. I think some such story can be told, but it would be a long one. (An essential idea of the story would be that we use conservativeness to argue for conservativeness: we've seen that the nominalist has various initial quasi-inductive arguments which support the conclusion that it is safe to use mathematics in certain contexts; if he then using mathematics in one of those contexts can prove that it is safe to use mathematics in those contexts, this can raise the support of the initial conclusion quite substantially.)
A platonist might be inclined to dismiss the sort of quasi-inductive knowledge discussed in this note. But to do so would be to pay a high price: most of mathematics is known only in this quasi-inductive sort of way. For most of it is proved by rather informal proofs; and though we all do in an important sense kyow that we could reconstruct such proofs formally if forced to do so, still the principle that formal proofs are always possible when we have an intuitively acceptable proof is, like Church's thesis, a principle that we haven't proved and have no prospect of proving.
12. We will see, however, that the urility of number theory is less subject to such empirical vicissitudes than are theories about say the real numbers.
12. D should either be taken to consist entirely of non-sest, in which case c should be taken to be the empty set (or another non-set); or D should be taken to consist entirely of sets of the same rank and e should be another set of that rank. Given any model of a theory, there is no difficulty in getting another model whose domain meets these conditions.
13. Suppose $S+T^{*}$ is inconsistent; the Robinson theorem says that
there is a sentence B in the language common to S and $\mathrm{T}^{*}$ such that $\mathrm{S}-\mathrm{B}$ and $\mathrm{T}^{*}-\quad \mathrm{B}$. Clearly if S and T are both consistent, then B can't be either a logical truth or a contradiction. The language common to S and T * consists, in the case of a 'purc' mathematical theory, of ' $M$ ' (the predicate 'mathematical' discussed prior to the formulation of Principle $C$ ) and ' $=$ ', and nothing clse. The only statemenes in this language other than logical truths or contradictions are statements saying how many mathematical objects there are and/or how many non-mathematical ohjects there are. But since all statements in $\mathrm{T}^{*}$ are explicitly restricted to non-mathematical objects, $\mathrm{T}^{*}$ can't imply anything about how many mathematical objects there are, and since the mathematical theory is assumed to be a pure one it can't imply anything about how many non-mathematical objects there are. So there can be no such $B$; that is, the supposition that $S$ and $T$ are consistent but $\mathrm{S}+\mathrm{T}^{*}$ is inconsistent has been reduced to absurdity.
14. A sketch of the proof of the last fact is given in Thomas Jech, The Axiom of Choice, p. si, problem I. Using this fact, the proof that conservativeness implies consistency is just as in note 13 .
15. Proof: if ZF is consistent, and $\mathrm{ZF}-\mathrm{T}$ is consistent' (where ' T is consistent' abbreviates the formalization in ZF of the claim that T is syntactically consistent) then $\mathrm{ZF}+$ ' T is consistent' is certainly consistent. Since the Gödel completeness theorem (together with various more elementary facts) is provable in ZF , then so is $\mathrm{ZF}+$ 'there is a model of T in which all elements of the domain have the same rank and such that there is a set of that rank that is not in the domain'. (Cf. note 12 for the motivation of this.) If $T$ has $n$ primitive predicates, then a model of T consists of a domain together with $n$ items each corresponding in one of the terms. Introducing new names $b, c_{1}$. $\ldots, c_{n}$ for these things, and a name $d$ for the set of the right rank that isn't in the domain of the model, we see that $Z F+\left\langle b, c_{1}, \ldots, c_{n}\right\rangle$ is a model of $T$ ' + 'all members of $b$ have the same rank' + ' $d$ has the same rank as all members of $\mathrm{b}^{\prime}$ is also consistent. Call this theory $\mathrm{ZF}_{\mathrm{T}}$.

By the principle of transfinite recursion, there is a formula $\mathscr{O}(x)$ (in the language of $\mathrm{ZF}_{\mathrm{T}}$ ) such that

$$
\left.\mathrm{ZF}_{\mathrm{T}} \text { (in fact, } \mathrm{ZF}\right) \vdash \mathcal{O}(\mathrm{x}) \leftrightarrow \mathrm{x} \in \mathrm{~b} \vee \mathrm{x}=\mathrm{d} \vee(\mathrm{x} \neq \varnothing \wedge \forall y(\mathrm{y} \in \mathrm{x} \rightarrow
$$

If we translate statements of $\mathrm{ZFU}_{\mathbf{v ( T )}}+\mathrm{T}^{*}$ into $\mathrm{ZF}_{\mathrm{T}}$ by using $\mathscr{Q}(\mathrm{x})$ to restrict all variables, and translating ' $\operatorname{Set}(x)$ ' as ' $x \notin b$ ', ' $\epsilon$ ' as ' $\epsilon$ ', ' $\varnothing$ ' as ' $d$ ', and ' $A\left(x_{1}, \ldots, x_{k}\right.$ )' where $A$ is the ith predicate of $T$ as ' $\left\langle\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathbf{k}}\right\rangle \in \mathrm{c}_{1}$ ', then each of the translations of the axioms of $\mathrm{ZFU}_{\mathrm{v}_{(\mathrm{T})}}+\mathrm{T}^{*}$ is a theorem of $\mathrm{ZF}_{\mathrm{T}}$. Since $\mathrm{ZF}_{\mathrm{T}}$ is consistent (on the assumption that ZF is), so is $\mathrm{ZFU}_{\mathrm{v}_{(\mathrm{T})}}+\mathrm{T}^{*}$.
16. To see this, observe first that the preceding note proved a slightly stronger result than was claimed: it proved that if $\mathrm{ZF}+$ ' T is consistent' is consistent, then $\mathrm{ZFU}_{\mathbf{v ( T )}}+\mathrm{T}^{*}$ is consistent. So we now need only show that if ZF is $\omega$-consistent and T is consistent and recursively enumerable, then $\mathrm{ZF}+$ ' T is consistent' is consistent.
The reason for this is simple: if T is consistent, then nothing is a proof from T of ' $\mathrm{O}=\mathrm{I}$ '; and if T is also recursively enumerable, ZF is strong enough to prove "(1) is not the Gödel number of a proof from T of $\mathrm{O}=\mathrm{I}$ '", for cach numeral k . By the $\omega$-consistency of ZF it follows that one cannot prove in ZF anything of the form ' $\exists \mathrm{x}$ ( x is the Gödel number of a proof from $T$ of $0=1^{\prime}$ '); so one can't prove ' T is not consistent' from ZF , and so $\mathrm{ZF}+$ ' T is consistent' is consistent.

## chapter 2

First Illustration of Why Mathematical Entities are Usfulu: Arithmetic
17. To simplify things I haven't shifted from N to $\mathrm{N}^{*}$ in this case, because in this example such a shift isn't needed. If we did shift from N to $\mathrm{N}^{4}$, we would rewrite I as
1* There are exactly twenty-one aardvarks that are not mathematical objects.
and take as an abstract counterpart of $1^{*}$ the claim
(1*)' The cardinality of the set of aardvarks that are not mathcmatical objects is 21.
18. Hilary Putnam gives a similar illustration, in 'The thesis that mathematics is logic' in Philosophical Papers, Vol. 1 (Cambridge: Cambridge University Press, 1975): cf. pp. 26-33, and in particular pp. 31-3, wherc Putnam points out that the application of number
theory requires only the consistency of mathematics. I was in fact originally led to the view that I take in this monograph largely by thinking about these striking remarks of Putnam's. Note, however, that the conclusion that Putnam draws from his remarks is rather different from the one 1 draw: his conclusion is that we should interpret purc mathematics as asserting the possible existence of physical structures satisfying the mathenatical axioms, whereas my conclusion is that we don't need to interpret pure mathematics at all.
In another paper in the same volume, 'What is mathematical truth?', Putnam takes back the view put forth in the carlier paper, claiming in effect that the account given of the application of number theory couldn't possibly be extended to an account of how the theory of functions of real variables is applied to physical magnitudes. (Cf. pp. 74-s. Putnam has presented this point at greater length in The Philesophy of Logic (sec note 4).) Perhaps in part his pessimism is due to the assumption that any extension of the account of how number theory is applied would have to be put into the framewor! of a reinterpretation of mathematics; in any case, the later chapters of this monograph (starting with Chapter 3) show how to perform the excension in question, if we forget about reinterpreting pure mathenatics and worry only about reinterpreting its applications.

> Chapter 3
> Second Illustration of Why Mathematical Entities are Useful: Geometry and Distance
19. David Hilbert. Foundations of Geometry (LaSalle, III: Open Court, 1971).

Chapter 4

## Nominalism and the Structure of Ph'sical Space

20. For the reader who wonders why 1 say 'space-time point' instead of 'point of space': your curiosity will be alleviated in the last paragraph of Section I of this chapter.
21. 'In a suitably gencralizable way' means 'in a way gencralizable to products of spatio-temporal intervals with sealar intervals. The
suitably generalized way of making product comparisons is given in Chapter 8.
22. Or anyway, it is illegitmate to quantify over moccupied points and regions: quantification over occupied points or regions (i.e. points or regions wholly occupied by parts of physical objects) could be regarded as equivalent to quantifying over the objects which occupy them, and hence as unproblematic to the relationalist.
23. Note incidentally that according to theories that take the notion of a field seriously, spacc-time points or regions are full-fledged causal agents. In electromagneric theory for instance, the behavior of matter is causally explained by the electromagnetic field values at unoccupied regions of space-time; and since, platonistically speaking, a field is simply an assignment of properties to points or regions of space-time, this means that the behavior of matter is causally explained by the electromagnetic properties of unoccupicd regions. So according to such theories space-time points are causal agents in the same sense that physical objects are: an alteration of their properties leads to different causal consequences.
24. Earman, Australasian Journal of Philosophy, 48, 287-319 (1970); Friedman (Princeton University Press, forthcoming).
25. Nelson Goodman, Problems and Projects (Indianapolis: BobbsMerill, 1972), Part IV.
26. As the reference to Goodman indicates, I use 'region' in such a way that there is no cmpry region, i.c. no region containing no spacetime points. Also regions don't need to be connected, or measurable, or anything like that: very 'unnatural' collections of points count as regions.
27. This is not to deny that there might be dificulties in figuring out how to axiomatize the 'regular' regions without assuming the existence of the 'irregular' ones. How difficult this task would be presumably depends on the conecpt of regularity involved.
28. See Richard Montague, 'Set theory and higher order logic', in Crosslcy and Dummett (Eds), Formal Systcus and Recursine Fwnctions (Amsterdam: North-Holland, 1965), pp. 131-48, for the sort of second-order axiomatization I have in mind, and a defense of the idea
that not only in set theory but elscwhere as well, the way to explicate the idea of a standard model of a first-order theory is as 'model of an associated second-order theory'. As Montague points out, the models of Zermelo-Fracnkel set theory that are 'standard' on this explication are preciscly those models that are isomorphic to models in which the domain is the set of all sets of rank less than $\alpha$ for some strongly inaccessible $\alpha$ (greater than $\omega$ ), and in which ' $\epsilon$ ' is assigned the membership relation restricted to this domain. I agree with Montague that this is the most natural notion of a standard model for set theory.
29. 'What is elementary geometry?', in Hintikka (ed.), The Philosophy of Mathematics (London: Oxford University Press, 1969), pp. 164-75.
30. In more detail: recall that conservativeness as I defined it initially is a semantic notion, one involving consequence rather than provability. In the Appendix to Chapter $1, I$ reformulated it in terms of consistency; this is ambiguous between the semantic and the syntactic, but in referring to some of the arguments as proof-theoretic, and in the way I wrote the proof in note 15, I showed that it was the syntactic notion I was dealing with. The justification for the shift from semantic to syntactic notions is of course the Gödel completeness theorem for first-order logic. In the ease of second-order logic there can be no such completeness theorem: here, we must stick to semantic notions throughout. But the key results of the Appendix remain unchanged. In particular, if 'consistent' in ( $\mathrm{C}_{0}$ ) is understood as 'semantically consistent', the set-thcoretic proof of $\left(\mathrm{C}_{0}\right)$ is as before: the method described for turning a model of T into a model of $\mathrm{ZFU}_{\mathrm{V}(\mathrm{T})}+\mathrm{T}^{*}$ can remain unchanged as long as both ZFU and T are second-order theories. (Recall the remarks in note 28 on what the models of secondorder set theory are like.) Analogously, the proof in note 15 that ( $C_{1}$ ) follows from the consistency of ZF needs no alteration when $T$ and ZF are made second order, exeept that since we're replacing syntactic consistency by semantic consistency, the step involving the Gödel completeness theorem is unnecessary. (Two less central results of the Appendix are more problematic: the proofs via the Robinson theorem (which is not valid in sccond-order logic) and Weinstein's proof that the $\omega$-consistency of $Z \mathrm{~F}$ suffices for $\left(\mathrm{C}_{2}\right)$. But these results are not required for the remarks in the text to be truc.)

## Chapter 6

## A Nominalistic Treatment of Newtonian Space-Time

31. 'Metamathematical properties of some affine geometries', in Bar-Hillel (Ed.), Logic, Methodolegy, and Philosoply of Science (Amstcrdam: North Holland, 196s), pp. 166-78.
32. Of course, (d) and (c) will be included in the conariance group of Newtonian mechanics on a tensor formulation, but that is irrelevant: so will lots of transformations that are clearly not symmetries, i.e. under which the laws in their usual formulations are not invariant. (For a good discussion of the conceptual distinction between symmetry and covariance, sec Fricdman, Foundations of Spuce-Time Theories, Chapter III). The reason why tensor approaches leave (d) and (e) out of the class of symmetries is that despite the fact that the main motivation of the tensor approach is to climinate the use of arbitrarily chosen coordinate systems in formulating the laws of physics, it does not eliminate the use of arbitrarily chosen units of distance (or of arbitrarily chosen units for scalar magnitudes generally).
33. In particular, the axiom system I am referring to is a sccond-order axiom system, but is interpretable nominalistically for the same reason that Hilbert's was: cf. Chapter 4. (Szczerba and Tarski also give a weaker first-order axiom system, but I am confining my attention here to the second-order system for the reason stated near the end of Chapter 4.)
34. Those used to tensor formulations might find the appearance of a distance function in the context of affine space puzzling; after all, there is no uniquely defined motric in such a space! But as I remarked on the previous page, there is no uniquely defined metric in Euclidean geometry either, on an approach which (unlike the tenonr approach) is fully invariant. Even though there is no uniquely defined metric in either affine or Euclidean geometry, it is legitimate to invoke a distance function in the representation theorem: for the representation theorem is simply a device for invoking mathematics extrinsically, to simplify calculations; and the distance function invoked in it is not invoked in the nominalistic theory that serves as our intrinsic explanation. (The right-hand side of the representation theorem for 'Bet' could also be
formulated without invoking a distance function, but the formulation in terms of distance is easier to state.)
35. The preceding is a very redundant way to establish this: all we really need to cheek is that betweenness (which requires collinearity) is preserved by generalized Galilean transformations. But the redundancy is useful for giving an intuitive feeling for the significance of the 4 -dimensional geometric clains.
36. I have not introduced a temporal congruence predicate, because it is defimable from betweenness and simultancity. (The kind of spatial congruence relation considered here would also be definable from betweenness alone, if there were only one spatial dimension.) A good way to arrive at one's choice of primitives is to look for a set of primitives whose coordinate representations form a conmpete set of invariants for the class of generalized Gatilcan transformations: that is (a) each primitive must have a coordinate representation which is invariant under these transformations; and (b) for each transformation that isn't a generalized Galilean transformation, the coordinate representation of at least one of the primitives must fail to be invariant under that transformation. If these conditions were not met, the uniqueness theorem couldn't possibly hold.

For later reference I will give some definitions:
(a) Coll ( $x, y, z$ ), meaning intuitively that $x, y$, and $z$ lie on a line, is defined by
$y$ Bet $x z \vee x$ Bet $y z \vee z$ Bet $x y$.
(b) Coll $(x, y, z, w)$ is defined as

Coll $(x, y, z) \wedge$ Coll $(x, y, w) \wedge$ Coll $(x, z, w) \wedge$ Coll $(y, z, w)$.
(c) Coplan ( $x, y, z, w$ ), meaning intuitively that $x, y, z$, and w lic on a plane, is defined as

$$
\begin{aligned}
& \exists \mathrm{u}\{[\operatorname{Coll}(u, x, y) \wedge \operatorname{Coll}(u, z, w)] \vee {[\operatorname{Coll}(u, x, z)} \\
&\wedge \operatorname{Coll}(u, y, w)] \vee[\operatorname{Coll}(u, x, w) \wedge \operatorname{Coll}(u, y, z)]\} .
\end{aligned}
$$

(d) Cohyp ( $x, y, z, v, w)$, meaning intuitively that $x, y, z, v$, and $w$ lic on a 3 -dimensional hyper-plane, is defined as

```
\existsu{|Coplan (u,x,y,z)^Coll (u,v,w)]\vee[Coplan (u,x,y,v)
    ^Coll (u,z,w)]\vee[Coplan (u,x,y,w)^Coll (u,z,v)]}.
```

(c) $x y$ Par $z w$, meaning intuitivcly that $x \neq y$ and $z \neq w$ and the line passing through $x$ and $y$ is parallel to (or identical to) the line passing through $z$ and $w$, is defined to be Coplan $(x, y, z, w) \wedge$ $-\exists u[\operatorname{Coll}(x, y, u) \wedge \operatorname{Coll}(z, w, u)]$.
(f) Parallelogram ( $x, y, z, w$ ), meaning intuitively that $x, y, z$, and $w$ are vertices of a parallelogram with $x$ opposite $z$, is defined as xy Par zw $\wedge$ xw Par yz.
(g) xy P-Cong zw , meaning intuitively that x and y are on a line parallel to a line through $z$ and $w$ and the distance from $x$ to $y$ is equal to that from $z$ to $w$, is defined as $(x=y \wedge z=w) \vee \exists u, v$ [Parallelogram $(x, y, u, v) \wedge($ Parallelogram $(z, w, u, v) \vee$ Parallelo$\operatorname{gram}(z, w, v, u))]$.
These are all afinc-invariant notions, since they're defined from betweenness alone. Now using simultancity as well, we can define temporal congruence:
(h) xy t-Cong zw is defined as

$$
\exists x^{\prime}, y^{\prime}, z^{\prime}, w^{\prime} \mid x \operatorname{Simul} x^{\prime} \wedge y \operatorname{Simul} y^{\prime} \wedge z \operatorname{Simul} z^{\prime} \wedge
$$ $w$ Simul $w^{\prime} \wedge x^{\prime} y^{\prime}$ P-Cong $\left.z^{\prime} w^{\prime}\right]$.

37. The simultancity axioms are:
(a) $\exists a, b, c, d a \operatorname{Simul} b \wedge b \operatorname{Simul} c \wedge c \operatorname{Simuld} \wedge$ - Coplan ( $a, b, c, d)]$.
(b) $\forall a, b, c, d a \operatorname{Simul} b \wedge b S i m u l c \wedge c \operatorname{Simuld} \wedge$ - Coplan (a,b,c,d) $\rightarrow \forall x, y[x \operatorname{Simul} y \mapsto x=y \vee$ $\exists c(c \neq a \wedge x y \operatorname{Par} a c \wedge \operatorname{Coh} y p(a, b, c, d, e)]]$.
(Cf. note 36 for the definitions of 'Copian' and 'Cohyp'). To axiomatize S-Congruence, start with the usual congruence axioms that when added to the axioms of 3 -dimensional affine geometry give you a complete axiomatization of 3 -dimensional Euclidean geometry, and in each of these axioms restrict all variables so that all points mentioned are required to be simultaneous with each other. Thesc axioms, plus also
(a) $x y$ S-Cong $z w \rightarrow x$ Simul $y \wedge z \operatorname{Simul} w$
(b) xy S-Cong $z w \leftrightarrow \exists z^{\prime}, w^{\prime}\left(x y\right.$ S-Cong $z^{\prime} w^{\prime} \wedge x$ Simul $z^{\prime} \wedge$

$$
\left.z^{\prime} w^{\prime} \text { P-Cong } z w\right),
$$

where $P$-congruence is as defined in note 36 , suffice for the desired represcntation and uniqueness theorems. Doubless there are more elegant axiomatizations of 'S-Cong' than this, but this one has the advantage of being obvinitsly adequate.

## CHAPTER 7

A Nominalistic Tratment of Quanitics, and a Provieur of a Nominalistic Treatnem of the Laws involving them
38. In Philosophical Papers, Vol. i (Cambridge: Cambridge University Press 1975).
39. Ncw York: Acadenic Press, 197 I .
40. Actually they use a single primitive, $x y \leq z w$, meaning that the absolute value of the scalar difference between $x$ and $y$ is less than or equal to the absolute value of the scalar difference between $z$ and $w$. Bur their sysem is convertible to one using betweenness and congruence as primitives; or equivalently, my remarks could be casily modificd so as to make use of their primitive instead of betweenness and congruence.
41. Two modifications of the Krantz axiomatizations are required. In the first place, the Krantz system yields a representation theorem in which the range of the scalar function is not required to be connected. But this is casy to fix: add an axiom saying that for any two points $x$ and $z$ there is a third point $y$ such that $y$ Tcmp-Bet $x z$ and $x y$ TempCong yz; and replace the Archimedean axiom by a Dedekind continuiry axiom. Sinee the Krantz system already contains an axiom that allows subtraction (i.e. with the consequence that if $r_{1}, r_{2}, r_{3}$, and $r_{4}$ are in the range of the scalar and $\left|r_{3}-r_{4}\right|<\left|r_{1}-r_{2}\right|$, than there is an $r$ in the range of the scalar berween $r_{1}$ and $r_{2}$ such that $\left|r_{i}-T\right|=$ $\left|r_{3}-r_{4}\right|$, these modifications clearly suffice for the range of the scalar to be comnected.
The second modification that is required is due to the fact that their system leads to a representation function which is $1-1$. However, it is easy to modify the system so that this is not a consequence: instead of supposing that $x$ Bet $y y$ and $\exists z(x y$ Cong zz) each imply $x=y$, require only that $x$ Bet $y y \leftrightarrows z z$ ( $x y$ Cong $z z$ ) and that $x$ Bet $y y$ is an equivalence relation and that substitivity of equivalents never affects
betweenness or congruence. This axiomatization (which is actually a bit redundant) obviously works, for the equivalence classes satisfy the original axiom system, and a i-I representation function whose domain is the set of equivalence classes induces a not-necessarily $\mathrm{I}-\mathrm{I}$ representation function on the space-time points themselves.
Incidentally, it may alleviate confusion to point out that my style of stating representation theorems is different from that of Krantz et al. My representation theorems say that a structure (of the appropriate type) is a model of such and such a theory if and only if there is a representation function of such and such a sort; theirs say only if rather than if and only if, and the statements of their theorems would be false if you replaced 'only if' by 'if and only if' because of their use of what they call 'non-necessary axioms'. The reason I have been able to avoid 'non-necessary axioms', and hence make 'if and only if' statements, is that I have strengthened the system so as to require that the ranges of scalar functions be connected. One of the virtues of the space-time approach to these matters is that it allows that.
42. Simply add that Temp-Less is transitive and connected, and that

$$
y \text { Temp-Bet } x z \mapsto(x \text { Temp-Less } y \wedge y \text { Temp-Less } z) \vee
$$

(z Temp-Less y $\wedge$ y Temp-Less x ).
43. Whether or not we use the sixth predicate depends on how invariant the law is taken to be. Physical laws involving the gravitational potential are not in general invariant under reflection, so we will need to invoke a predicate 'Grav-Less' in formulating physics nominalistically; but in sketching the approach it is better to leave open the question of whether there is a 'less chan' primitive, so as to make the approach also apply to scalar fields that enter only into laws that are invariant under reversal.

## Chapter 8

Ncwtonian Gravitational Theory Nominalized
44. Temperature-basic sets may be mapped by $\psi$ onto semi-closed sets of real numbers, but only if the included end-point is the largest or smallest temperature value attained anywhere throughout the whole space.
45. Obscrve that the basic idea of this approach to continuity is to use two topologies on the same set (the set of space-time points), rather than topologies on two different sets that are related by a function. That is the sccret of how quantifying over functions is avoided.
46. Although in the treatment of continuity we also avoided ScalCong, it is not in general possible to do much without Scal-Cong. Scal-Cong, unlike spatial congrucrice, is an affine notion: that is, although in two or more dimensions the affine propertics of space (which include the P-congruence relation of note 36 ) are definable in terms of betweenness, this isn't true in one dimension; and in one dimension there is no distinction between the affine notion of Pcongruence and the most general congruence relation. So for a one dimensional structure like temperature, congruence is an aftine notion, and there is no way to avoid it in developing calculus.
47. Or on parallel lines; but for simplicity I confine myself to intervals on the same line.
48. We can assume that $x_{1}, x_{2}, u_{1}$, and $u_{2}$ all lie on a single line, and that $x_{1} \neq x_{2}, u_{1} \neq u_{2}, y_{1} \underset{\text { scal }}{*} y_{2}$, and $v_{1} \underset{\text { scal }}{\approx} v_{2}$; for when these con-
ditions aren't met, it is clear that bi-conditional (3) holds. Let $r_{2}$ and $r_{u}$ be $d_{\phi}\left(x_{1}, x_{2}\right)$ and $d_{\phi}\left(u_{1}, u_{2}\right)$ respectively, and let $r_{y}$ and $r_{v}$ be $\left|\psi\left(y_{1}\right)-\psi\left(y_{2}\right)\right|$ and $\left|\psi\left(v_{1}\right)-\psi\left(v_{2}\right)\right|$ respectively. Let $R_{31}$ and $R_{\text {seal }}$ be regions mecting all the conditions in (4) except possibly the last. Let $N_{1}$ be the number of points in $\mathrm{R}_{4}$ between $\mathrm{x}_{1}$ and $\mathrm{x}_{2}$, and define $N_{u}, N_{y}$, and $N_{v}$ similarly (using $R_{s c a l}$ in place of $R_{s t}$ for $N_{y}$ and $N_{v}$ ). Finally, let $\mu_{\phi}$ be the $\phi$-distance between adjacent points of $R_{s}$, and $\mu_{v}$ be the absolute difference between the $\psi$-values of Scal-adjacent points in $R_{\text {scal }}$. The:

$$
\begin{aligned}
& \left(\mathrm{N}_{\mathrm{x}}-1\right) \mu_{\phi}=\mathrm{r}_{\mathrm{x}} \\
& \left(\mathrm{~N}_{y}-1\right) \mu_{\psi}=\mathrm{r}_{y} \\
& \left(\mathrm{~N}_{u}-1\right) \mu_{\phi} \leq \mathrm{r}_{u}<\left(\mathrm{N}_{\mathrm{u}}+1\right) \mu_{\phi} \\
& \left(\mathrm{N}_{v}-1\right) \mu_{\psi} \leq \mathrm{r}_{v}<\left(\mathrm{N}_{v}+1\right) \mu_{\phi}
\end{aligned}
$$

Also $N_{2}=N_{v}$. We need: (a) that if $N_{y}<N_{u}$, then $r_{x} r_{y}<r_{u} r_{y}$; and conversely (b) that if $r_{x} r_{y}<r_{u} r_{y}$ then for some choice of $R_{s t}$ and $R_{s c a l}$ mecting the above conditions, $\mathrm{N}_{\mathrm{y}}<\mathrm{N}_{\mathrm{u}}$.

To prove these, note that the indented inequalities together with $N_{x}=N_{v}$ give

$$
\frac{N_{u}-1}{N_{y}-1} \leq \frac{r_{u} r_{u}}{r_{x} r_{v}}<\frac{\left(N_{u}+1\right)\left(N_{z}+1\right)}{\left(N_{y}-1\right)\left(N_{x}-1\right)}
$$

and the left-most inequality here establishes (a). If we write the rightmost inequality as

$$
\frac{r_{u} r_{v}}{r_{x} r_{y}}<\left(\frac{N_{u}-1}{N_{y}-I}+\frac{2}{N_{y}-I}\right)\left(1+\frac{2}{N_{x}-1}\right) .
$$

and note that when we increase $N_{x}$ by adding more points to $R_{s i}, N_{y}$ must increase too to keep $N_{x}=N_{v}$, we see that by adding more points to $\mathrm{R}_{3 t}$ we can get the right-hand side arbitrarily close to $\left(\mathrm{N}_{: 1}-\mathrm{r}\right)$ / ( $N_{y}-1$ ). So if $r_{u} r_{v} / r_{x} r_{y}>1$, then we can see that for sufficiently finemeshed $\mathbf{R}_{31}$ and $\mathbf{R}_{\text {scol }}$, $\left(N_{u}-1\right) /\left(N_{y}-1\right)>1$ also; so (b) is established.
49. The generalization of $(4)$ is:
$u_{1} \neq u_{2} \wedge v_{1} \neq v_{2} \wedge w_{1} \underset{\text { scal }}{\approx} w_{2} \wedge\left\{x_{1} \neq x_{2} \wedge y_{1} \neq y_{2} \wedge z_{1} \neq z_{2}\right.$ $\rightarrow \exists \mathrm{R}_{5!}, \mathrm{R}_{s t}^{\prime}, \mathrm{R}_{5 \times 01}\left[\mathrm{R}_{51}\right.$ and $\mathrm{R}_{51}^{\prime}$ arc st-equally-spaced regions and $\mathrm{R}_{\text {scal }}$ is a scalar-cqually spaced region; $x_{1}$ and $x_{2}$ arc in $R_{31}, y_{1}$ and $y_{2}$ are in $R_{31}^{\prime}$, and $z_{1}$ and $z_{2}$ arc in $R_{\text {scal }}$; therc arc $a$, $b$ in $R_{31}$ such that $u_{1}$ and $u_{2}$ are st-between $a$ and $b$, and there are $c, d$ in $R_{s t}^{\prime \prime}$ such that $v_{1}$ and $v_{2}$ are st-between $c$ and $d$, and there are $c, f$ in $R_{\text {scat }}$ such that $w_{1}$ and $w_{2}$ are Scal-berween $e$ and $f$; there are just as many points of $R_{s 1}$ between $x_{1}$ and $x_{2}$ as of $R_{s 1}^{\prime}$ between $v_{1}$ and $v_{2}$; there are just as many points of $R_{a t}^{\prime}$ between $y_{1}$ and $y_{2}$ as of $R_{\text {seal }}$ between $w_{1}$ and $w_{2}$; and there are fewer points of $R_{\text {sc31 }}$ between $z_{1}$ and $z_{2}$ than of $\mathrm{R}_{\mathrm{s} 1}$ between $\mathrm{u}_{1}$ and $\left.\mathrm{u}_{2}\right]$ \}.
50. This section should suggest to those familiar with ensor methods something about how the nominalistic treatment of covector and cotensor fields and their differentiation is going to work (in the flat affine space-time we've been discussing). In flat space-time a contra-vector is represented as simply a pair of points, and covector and cotensor fields are treated by predicates that have slots to be filled by contra-vectors. In a general treatment one will represent a cotensor field of rank $n$ by a betweenness predicate, a congruenee predicate, and
perhaps also a 'less than or equal to' predicate (depending on whether one needs order or not): these will have $3(2 n+1), 4(2 n+1)$, and $2(2 n+1)$ places respectively, where each of the $(2 n+1)$ place units represent the endpoints of $n$ contravectors plus a point at which the ficld is being cvaluated. (In dealing with differentiation it wasn't necessary to use all of these places, because of the fact that the cotensor resulted from an independently given scalar field.)

In developing gravitational theory nominalistically it is possible to take as ones primitive a predicate representing the gravitational field intensity covector, rather than the gravitational potential scalar. This is in fact a more natural approach in some respects, but though it isn't ultimatcly any more complicated than the approach given here, it seemed to me that the approach given here would be conceptually less demanding as an introduction to the kind of nominalistic methods I'm using.

I belicve that the ideas here are extendible to curved space-time. One natural approach to doing this would be to take contravectors at a point as geodesic segments emanating from that point and contained in a convex normal neighborhood of that point. (See pp. 33-4 of S.W. Hawking and G. F. R. Ellis, The Large Scale Structure of Spacc-Time (Cambridge: Cambridge University Press, 1973) for a definition of a convex normal neighborhood, and a sketch of a proof that every point of a manifold lies in such neighborhoods and that within any such neighborhood there is a natural diffeomorphism between geodesic segments on the one hand and contravectors characterized in terms of a tangent space on the other.) Cotensors would then be treated by predicates of contravectors, in the manner of two paragraphs back; contratensors of rank greater than 1 necd not be treated directly, since the effect of them can be gotten by 'index raising' which can be done by the method of Section I of this chapter. It ought to be possible, by a parallel transport predicate, to describe space-time curvature and to develop differential geometry. It is not however a trivial task to work out the details of this, for the whole construction would have to be based on a representation theorem of a more complicated kind than any I have seen.
51. $R$ is invoked to keep the sccond directional derivatives small enough.
52. I interpret this and other ratio statements as merely a convenient abbreviation of the corresponding product statement: i.c.

$$
\frac{\alpha}{\beta}=\frac{\gamma}{\delta}
$$

simply abbreviates

$$
\alpha \delta=\beta \gamma
$$

This convention about the meaning of ratio statements cnables us to avoid boring qualifications about the cases wherc $\beta=0$ or $\delta=0$.
53. For a discussion of log-interval scales and of why density should be regarded as a log-interval scale rather thar a ratioseale, see Krantz et al, Foundations of Measurement (sec note 39), PP. 10-11, 484-7.
54. On the fuller treatment we can state and prove that for any points a and $b$ there are points $c, d, c$, and $f$ such that the ratio of the mass at a to the mass at $b$ equals the ratio of the difference in mass between $c$ and $d$ to the difference in mass between $c$ and $f$. (Using the ratio convention of note 52 , and also the (obviously truc) assumption that the mass density is not the same at each point. If for some reason one wants to avoid that assumption, the case of uniform mass density can be treated as a separate case.) The assumption in the text that there are points at which the mass density is zero is really just a simple way of getting this rcsult.
55. Point-particles are presumably an idealization, and an idcalization that gives rise to some difficulties; but the difficulties that arise arise on the usual platonistic field-theoretic formulations of physics too, and hence don't secm specially relevant to the issuc of nominalism.
56. This requires a bit of care because of the fact that the range of the scalar may be a finite interval, but as usual the difficulty is resolved by cutting the size of the vectors with respect to which the directional derivatives are taken.
57. Actually, the only use of either particles or the notion of occupation in the theory is in defining the notion of trajectory. Consequently, one could if one liked avoid explicitly introducing particies, and take
'trajectory' instead of 'occupics' as primitive. I don't claim any philosophical significance for this; I note it only because it allows a slight technical simplification of the discussion in the next chapter.
58. Contravariant vector fields, that is. Covariant vector fields have in cffect been dealt with earlier: cf. note so.

## Chapter 9

Lugic and Ontology
59. A truth theory for a language containing ' $\exists_{\text {fin }}$ ' would of course have to use the notion of finiteness. But that is no objection to the clarity of ' $\exists_{\text {rin }}$ ' or the legitimacy of regarding it as logical, any more than the fact that the clause in a truth theory for the standard existential quantificr uses the notion of existence shows that that quantifice isn't clear or isn't part of logic.
60. Alfied Tarski, 'On the concept of logical consequence', in his Legic, Scmantics, and Metamnthematics (Oxford: Clarendon Press, 1956) pp. 409-20.
61. I have shifted from 'there are only finitely many grains of sand' to 'there are infinitely many grains of sand' simply because the sense in which the abstract counterpart of the former is ontologically committed to functions etc. is less obvious than the sense in which the abstract counterpart of the latter is (since the abstract counterpart of the former is a denial of an existence claim about functions). (There is however still a clear sense in which the abstract counterpart of the former commits one to functions ctc.: only in the context of a theory that asserted the existence of lots of functions could the claim about the non-cxistence of a $1-1$ function from the set of natural numbers to the set of grains of sand scrve as an abstract counterpart of the claim that there are infinitely many grains of sand.) When I use the quantifier 'there are only finitcly many' in gravitational theory, it is to assert finitude, not to assert infinitude.
62. I say that an inference is validated by a theory T if the conclusion of the inference follows from the premises of the inference together with the premises of $T$.
63. The reason that the translation into first-order set theory doesn't give the full content of the cardinality quantifies is that there are models of first-order set theory that aren't models of second-order set theory-viz. the non-standard models of first order set theoryand in many of these non-standard models an infinite set can satisfy the set-theoretic formula which 'says that' it is finite.
64. The analogy here is not perfect: after all, Einstein was proposing a revision of geometry in the sense that some of the formerly held geometric claims were to be given up; whereas in the present case we are not considering a revision of logic in this sense, but merely an expansion of what counts as logic. Since, however, expansions are less radical than revisions, it is all the more inappropriate to resist expansions if such expansions will simplify one's total theory.
Note that I do not claim that logic is always to be expanded to keep down ontology. If the only way to nominalize the Newtonian theory of gravitation were to introduce a 'quantificr' Q such that $\mathrm{QxF}(\mathrm{x})$ meant that there is somaching which is $F$ and which is part of a universe that obeys the laws of Newtonian gravitational theory, then I would certainly conclude that Quine's argument for platonism was successful.
65. See for instance the Montague paper mentioned in note 28, and the last two paragraphs of this chapter.
66. See for instance Paul Benaccrraf. 'Mathematical truth', Journal of Philosophy, LXX 19 (1973), 661-79; W. D. Hart, Revicw of Steiner's Maticmatical Kinulddgr, Journal of Philosophy, LXXIV 2, (1977) r18129, especially 123-7; Michacl Jubicn, 'Ontology and Mathematical Truth', Noîs, XI 2 (1977), 133 -so. Also, for problems of quite a different sort, Jonathan Lear, 'Scts and Semantics', Journal of Philosophy, LXXIV 2, (1977) 86-102; H. Putnam, 'Models and Reality', 1977 Presidential Address to the Association of Symbolic Logic; and P. Benacerraf, 'What Numbers Could Not Be', Philosophical Review, LXXIV (1965), 47-73.
67. This last piece of hyperbole was suggested to me by remarks of George Boolos in 'On second order logic', Journal of Philosophy, LXXII 16 (1975), s09-27 and Leslic Tharp in 'Which logic is the -ight logic?', Sywthisc, 31 (1975) 1-21. Both these papers, along with

Tarski's 'On the concept of logical consequence' (see nore 59) raise important issues about the decision of what to count as logic.
68. Herc for simplicity I'm assuming that N has been written so that particles are not explicitly quantified over in formulating it-or if you like, particles are identificd with their majectorics (Cf. note 57). Obviously this is not essential to the straregy in the text of how secondorder quantifiers are to be eliminated, if just makes that strategy a bit easier to describe.
69. This is still a subtheory of N despite its additional vocabulary ' $\subseteq$ ' because the new vocabulary was definable in N using second-order quantification. The same will go for the predicate ' $\leq$ ' to be introduced later.
70. In fact, since in Chapter 8 we applied the cardinality quantifier only to points in equally spaced regions, we could be satisfied with axioms that guaranteed that the claim in the text held for any equally spaced regions $r_{1}$ and $r_{2}$. This fact is of relevance in connection with the next note.
71. Note that no such equivalence classes could contain any equally spaced regions if space-time was Archimedean. The Archimedeanness of spacc-time was a consequence of the original axiomatization of its gcometry, the axiomatization using the complete logic of Goodmanian sums; this fact togecher with the previous note is sufficient to show that the cardinality quantifiers aren't needed when one has the complete logic of Goodmanian sums. But now that we've dropped the use of the logic of Goodmanian sums, there will be non-standard models of space-time in which it has non-Archimedean structure, so there is no guarantec that the non-standard equivalence classes can't contain equally spaced regions in some models.
72. Essentially this obscrvation was made to me by John Burgess and Yiannis Moschovakis.
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